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ABSTRACT
We present the analysis of muon events with all muon multiplicities collected during 21804 hours of operation of the first LVD tower. The measured depth – angular distribution of muon intensities has been used to obtain the parameters of the muon energy spectrum at sea level. The values of the power index of the primary spectrum (see Eq. 1), \( \gamma = 2.77 \pm 0.05 \) (68% C.L.), and of the upper limit on the ratio of prompt muon flux to that of pions, \( R_C < 2 \cdot 10^{-3} \) (95% C.L.), have been obtained.

INTRODUCTION
The depth – angular distribution of muon intensity measured in an underground experiment is closely related to the muon energy spectrum at the surface. Assuming the muon survival probabilities are well known for every depth and every muon energy at surface, the analysis of the measured depth – zenith angle distribution of intensity allows us to evaluate the parameters of the muon spectrum at the sea level, i.e. the normalization constant, the power index of the primary all-nucleon spectrum and the prompt muon flux from the decay of charmed particles produced together with pions and kaons in the high-energy hadron-nucleus interactions. Numerous calculations of the prompt muon flux have been done during the last ten years (see, for example, Volkova et al., 1987, Zas et al., 1993, Bugaev et al., 1994, Thunman et al., 1996, Battistoni et al., 1996). The intensities of prompt muons strongly depend on the model used and vary by 2 orders of magnitude. This difference is mainly due to the uncertainty of the \( x \)-distribution of charged particles in the fragmentation region, important for cosmic-ray experiments. The accelerator experiments are not very sensitive to the large values of \( x = E_C/E \). The search for the prompt muon flux has been done with several detectors located at the surface and underground (see, for example, Krishnaswami et al., 1983, Andreyev et al., 1987, Battistoni et al., 1986, Illina et al., 1995). In practice, it is convenient to express the prompt muon flux in terms of the ratio, \( R_C \), of prompt muon flux to that of pions at vertical. Since the slope of the prompt muon spectrum is close to that of pion spectrum, the ratio \( R_C \) is almost constant for all muon energies available in the existing experiments. The experimental data, collected up to now, show a large variation of \( R_C \) (from 0 to 4 \( \cdot 10^{-3} \)). Muon intensities measured by LVD underground have been used to obtain the parameters of the muon spectrum at sea level, in particular, the ratio of prompt muons to pions. The results of such analysis are presented here.

DATA ANALYSIS
The LVD (Large Volume Detector) (Aglietta et al., 1994), located in the underground Gran Sasso Laboratory, measures the atmospheric muon intensities from 3000 \( \text{hg/cm}^2 \) to more than 12000 \( \text{hg/cm}^2 \) (which correspond to the median muon energies at the sea level from 1.5 TeV to 40 TeV) at the zenith angles from 0° to 90° (on the average, the larger depths correspond to higher zenith angles). The data presented here were collected with the 1st LVD tower during 21804 hours of live time. The data sample includes about two million reconstructed muon events with all muon multiplicities. The acceptances for each angular bin have been calculated using the simulation of muons passing through LVD taking into account muon interactions with the detector materials and the detector response. The acceptances for both single and multiple muons were assumed to be the same. To obtain the parameters of the muon spectrum at sea level we have analysed the depth – zenith angle distribution of muon intensity derived from the measured angular distribution of the number of events corrected for the simulated acceptances. The depth bin width has been chosen increasing with the depth from about 100 m w.e. at 3000 m w.e. to more than 500 m w.e. at about 10000 m w.e. to have comparable statistics for all
depth bins. The muon intensities have been converted to the middle points of the depth and angular bins taking into account the predicted depth – intensity relation and angular distributions for con-

vensional muons (we have used the parameters of the muon spectrum at sea level which fit well the depth – vertical muon intensity relation measured by LVD (Aglietta et al., 1995)).

The data analysis has included the procedure of fitting of the measured depth – zenith angle dis-

tribution of muon intensity with the distributions calculated using the known muon survival prob-

abilities (see, Aglietta et al., 1995, and references therein) modified for a new muon bremsstrahlung cross-section (Kelner et al., 1997) and muon spectrum at sea level with three free parameters: nor-

malization constant, A, power index of primary all-nucleon spectrum, γ, and the ratio of prompt muons
to pions, Rc. The analytical expression of Gaisser (1991) for the muon spectrum at sea level has been used:

\[
\frac{dI_\mu(E_\mu, \cos \theta)}{dE_\mu} = A \cdot 0.14 \cdot E_\mu^{-\gamma} \left( \frac{1}{1 + \frac{1.1 E_\mu \cos \theta^*}{115 \text{GeV}}} + \frac{0.054}{1 + \frac{1.1 E_\mu \cos \theta^*}{850 \text{GeV}}} + R_c \right)
\]

where the values of \( \cos \theta \) have been substituted by \( \cos \theta^* \) which have been taken from either the calculations of Volkova (1969) or a simple consideration of the curvature of the Earth atmosphere. In the calculations of Volkova (1969) \( \cos \theta^* = E_{\mu K}^r (\cos \theta = 1)/E_{\mu K}^r (\cos \theta) \), where \( E_{\mu K}^r \) are the critical energies of pions and kaons. \( \cos \theta^* \) can be understood also as the cosine of zenith angle of muon direction at the height of muon production. The height of muon production increases from 17 km at \( \cos \theta = 1 \) to about 32 km at \( \cos \theta = 0 \). We have found that the values of \( \cos \theta^* \) depend on the model of the atmosphere in the range of \( \cos \theta = 0 - 0.3 \). To be independent of the model we have restricted the range of \( \cos \theta \) used in the analysis to 0.3 – 1. This increase the statistical error of the results decreasing at the same time the systematical uncertainty related to model used.

We have added to the original formula of Gaisser (1991) the term \( R_c \), which is the ratio of prompt muons to pions. We have assumed that the power index of the prompt muon spectrum is equal to that of primary spectrum. We have multiplied the full formula by the additional normalization constant \( A \) which has been considered as a free parameter together with \( \gamma \) and \( R_c \).

RESULTS AND DISCUSSION

As a result of the fitting procedure we have obtained the values of the free parameters: \( A = 1.84 \pm 0.31 \), \( \gamma = 2.77 \pm 0.02 \) and the upper limit on \( R_c < 2 \cdot 10^{-3} \). Here and hereafter we present the errors at 68% confidence level (C.L.) and the upper limits at 95% C.L. The errors of the parameters include both statistical and systematical uncertainties. The latter one takes into account the possible uncertainties in the depth, rock composition, density etc., but does not take into account the uncertainty in the cross sections used to simulate the muon transport through the rock. If we restrict our analysis to the depth range 5 – 10 km w.e., we obtain the following values of parameters: \( A = 1.6^{+0.8}_{-0.6} \), \( \gamma = 2.76 \pm 0.06 \) and \( R_c < 3 \cdot 10^{-3} \). The angular distributions of muon intensities for different depth ranges are presented in Figure 1 together with calculations with \( R_c = 0 \) (best fit – solid curve) and \( R_c = 2 \cdot 10^{-3} \) (upper limit – dashed curve). The calculated distributions have been obtained using the formula of Gaisser (1991) and the values of \( \cos \theta^* \) of Volkova (1969). Similar analysis performed for single muons also shows no evidence for prompt muon flux. We found the same values of power index and upper limit to the prompt muon flux, while the absolute intensity is 10% smaller.

The conservative upper limit to the fraction of prompt muons, even in the simple assumption that the power index of the prompt muon spectrum is equal to that of primary spectrum, rules out several models of the prompt muon production, which predict a fraction of prompt muons more than \( 2 \cdot 10^{-3} \) (for example, model A of Zas et al., 1993). The predictions of the models B and C of Zas et al. (1993), recombination quark–parton model (RQPM) of Bugaev et al. (1994) and model of Volkova et al. (1987) are comparable with the LVD upper limit. At the same time the LVD result favours the models of charm production based on QGSM (see, for example, Bugaev et al., 1994) and the dual parton model (Battistoni et al., 1996) which predict low prompt muon flux.
The upper limit (95% C.L.) obtained with the LVD data is lower than the value of \( R_e \) found in the MSU experiment \((R_e = (2.6 \pm 0.8) \cdot 10^{-3} \text{ at } E_{\mu}=5 \text{ TeV}, \text{II'ina et al., 1995})\). The LVD upper limit does not contradict the values of prompt muon flux, obtained in Baksan (Andreyev et al., 1990) and KGF (Krishnaswami et al., 1983) underground experiments. Our result agrees with that of NUSEX (Batistoni et al., 1987) which didn't reveal any deviation from the angular distribution expected for conventional muons.

To obtain the 'depth - vertical muon intensity' relation we have converted the muon intensities measured at different zenith angles to the vertical taking into account the predicted angular distributions of conventional muon intensities at various depths. We have fitted this relation with the calculated one with two free parameters \((A \text{ and } \gamma)\) and obtained the following values: \( A = 1.95 \pm 0.31, \quad \gamma = 2.78 \pm 0.02 \), in good agreement with the results of the analysis of the depth - angular distribution. The 'depth - vertical muon intensity' relation is shown in Figure 2a for all-muon sample together with the best fit. If we add the uncertainty in the muon interaction cross-sections, the error of \( \gamma \) will increase from 0.02 to 0.05 (for the discussion about the uncertainty due to different cross-sections see Antonioli et al., 1997). This uncertainty, however, does not influence the upper limit on \( R_e \).

**Fig. 1:** Dependence of muon intensity on zenith angle for 4 depth ranges: 1 – 5 - 6 km w.e., 2 – 6 - 7 km w.e., 3 – 7 - 8 km w.e., 4 – 8 - 10 km w.e.

**Fig. 2:** 'Depth – vertical muon intensity' relations in Gran Sasso (left) and standard (right) rocks for all-muon sample.

If the formula of Volkova et al. (1979) is used for the muon spectrum at sea level instead of formula of Gaisser (1991), the best fit values of \( \gamma \) will be decreased by 0.04 - 0.05 and will be in agreement with the previously published values for single muons (Aglietta et al., 1995) analysed using the formula of Volkova et al. (1979).

The simulations of muon transport carried out for Gran Sasso and standard rocks allow us to obtain the formula for the conversion of the depth in Gran Sasso rock, \( x_{gs} \), to that in standard rock, \( x_{st} \).
This was done by comparing the values of $x_{st}$ and $x_{gs}$ for the same muon intensity: $I_\mu(x_{st}) = I_\mu(x_{gs})$. The muon intensities have been calculated with the value of $\gamma$ which fit well the LVD data. The depth in standard rock can be evaluated from the depth in Gran Sasso rock using the formula:

$$x_{st} = -9.344 + 1.0063 x_{gs} + 1.7835 \cdot 10^{-6} x_{gs}^2 - 5.7146 \cdot 10^{-11} x_{gs}^3,$$  

(2)

where the depth is measured in $\text{hg/cm}^2$. This formula is valid for depth range $1$–$12$ km w.e.

The 'depth – vertical intensity' relation in the standard rock for all-muon sample is presented in Figure 2b. It can be fitted with a three parameter function:

$$I_\mu(x) = A \left( \frac{x_0}{x} \right)^\alpha \exp \left( -\frac{x}{x_0} \right),$$  

(3)

where $A = (2.15 \pm 0.08) \cdot 10^{-6} \text{ cm}^{-2} \text{ s}^{-1} \text{ sr}^{-1}$, $x_0 = (11.55_{+0.60}^{+0.36}) \text{ hg/cm}^2$, $\alpha = 1.93_{-0.12}^{+0.20}$.

**CONCLUSIONS**

The analysis of the depth – angular distribution of all-muon and single muon intensities measured by LVD in the depth range $3000$–$12000$ $\text{hg/cm}^2$ has been done. The parameters of the muon energy spectrum at the sea level have been obtained (see Eq. 1): $A = 1.8 \pm 1.0$, $\gamma = 2.77 \pm 0.05$ and $R_c < 2 \cdot 10^{-3}$ (95% C.L.). The errors include both statistical and systematic uncertainties. The upper limit to the fraction of prompt muons, $R_c$, favours the models of charm production based on QGSM (Bugaev et al., 1994) and the dual parton model (Battistoni et al., 1996).
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