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Chapter 1

Physics case

1.1 Heavy ions collisions

Heavy ions reactions are one of the most powerful way to stuayear matter be-
haviour in extreme conditions of temperature and densihe feavy ions peculiarity
is due to the fact that these reactions are the best way taipeaauclei with high exci-
tation energy and angular momentum. In order to study thehar@sms of heavy ion
reactions the main goal is to classify collisions accordmgome global features; al-
lowing for the identification and the characterization af #ource(s). The topology of
each collision is, to a large extent, related both to the ichparameter of the collision
and to a partial or total transformation of the availablete=iof-mass kinetic energy of
the relative motion between the two partners of the coltisimito disordered motion
(heat).

This dissipation process is governed by several importagredients. One of them is
the relative velocity between the initial partners of thaatoonvaa. The corresponding
reduced relative wavelength associated with a nucleotenncollision then reads

h
1=
MVaa

(1.1)

where m is the nucleon mass. According to equation 1.1, thenfimg values (in the
case of symmetrical systems) #f= 6.5, 2.1, 0.67, 0.24 fm are obtained for 1, 10,
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100, 1000 AMeV beam energies, respectively. These valuestbhde compared with
the mean nucleon-nucleon distance in a nucleus (typicafiy)2 If 1 exceeds this
distance, a collective behaviour of nucleons during thésioh is expected. In other
words, mean field (one-bodyjfects overcome nucleon-nucleon collisions (two body)
effects. The situation will be reversed.ifis smaller than the mean nucleon-nucleon
distance. According to this criterion, it turns out that mdéiald &fects are expected to

be dominant in the low-energy region (below 15 AMeV).

Furthermore, the dierent reaction mechanisms can be distinguished using the im
pact parameter b, i.e. the distance between the center mfghksphere corresponding
to the target to the flight of the projectile, or the angulamnemtum¢ correlated to this
one. The impact parameter is the order parameter of anydtieardescription of nu-
clear collisions, but it is not experimentally accessil#stimations of b are obtained
by measurable variables monotonically correlated with bfeRing to Fig. 1.1, one
can identify these regions at low energy<E.0 MeV/u) connected to dlierent reaction

mechanism:

e elastic scattering fof > £, because the distance between projectile and target
nucleus is to such that the nuclear force is completely gdaié with respect to

the Coulomb one;

e quasi-elastic scattering fép,c < ¢ < {4 where the kinematics of the two nuclei
is just slightly perturbed and only few nucleon transfemizn projectile and

target is possible;

e deep inelastic scattering (DIC) fdiy < ¢ < ¢pic, Characterized by a strong
interaction between the two nuclei with interchange of eraok (from few nu-

cleons transfer to highly dissipative processes);

e central collisions fo¥ < ¢4, where the main process is the complete fusion with
the creation of a Compound Nucleus (CN), defined as the cdentilermalized
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Figure 1.1: A schematic diagram of the partial wave decontiposof the reaction
cross-section in low incident energy heavy-ion reactidhe:abscissa refers to orbital

angular momentum or to the impact parameter.

sum of the projectile and target nucleons without memonhefdntrance reac-
tion channel.

To create a CN a central collision with energy high enoughassphrough Coulomb
barrier is needed. In fact, the projectile and target ardaisly charged with posi-
tive charge due to the presence of the protons, but if thayeadlose enough, they
can enter the range of the attractive nuclear strong fortles.process of merging the
single nucleons from the two initial nuclei can be schenedtilzke the mixing of two
different gases with fferent temperatures inside a fixed volume.

Through subsequent nucleon-nucleon collisions, the oasl&om the projectile loose
some energy giving it to the nucleons of the target, iniall zero energy. In this way
the thermalization process start which means the equijpartof energy over all the

nucleons, and a new system is formed, with mass and charge teqiine sum of the
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two partners. On has a total dissipation of the initial aal# kinetic energy from
the projectile into excitation energy, and consequentlprero temperature, for the

whole system, assuming this as an equilibrated thermagsyst

1.1.1 Inelastic collision

In Heavy ions collision the elastic scattering is limitedestially to impact param-
eters which do no lead to a considerable overlap of progetild target. For smaller
impact parameters inelastic processes (excitation andfeaof nucleons) occur.

We refer as inelastic collisions to all the collisions whareertain amount of the initial
kinetic energy is dissipated in internal degree of freedofithe system, ranging from
those in which a few nucleons are transferred from one iohémther, with little loss
of energy, to the so-called “strongly damped” or “deep is collisions in which
the projectile lose a substantial fraction of its kinetiergy.

During the collision a composite system is formed, whichsprees a di-nuclear fea-
ture: in the contact region a “window" is formed between the tcolliding nuclei.
Through this window, more or less stretched, the energymhsisn takes place by nu-
cleons exchange and angular momentum transfer.

The composite system does not reach complete statistiadiegm, because there
are a few degrees of freedom which relax very slowly, oveesrarger than or com-
parable with the contact time of the two fragments. Thesaxeglon phenomena are
connected with mass transfer, kinetic-energy loss andlanguomentum dissipation.
Afterward the system splits into two primary fragments |@&lProjectile and Target
Like Fragments (PLF and TLF), or Quasi Projectile (QP) and€)Uiarget (QT), which

preserve memory of the entrance channel.
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1.1.2 Complete and incomplete fusion

Central collisions are the key reactions which really profatter in its extreme
state since they correspond to the largest dissipatedieselg these conditions one
has the largest compression because close collisionsdemddnsiderable overlap of
the density distribution of the colliding nuclei. In thes®gesses the interacting com-
posite systems may break apart again preserving theirdeaufeature, as we have
seen in dissipative collisions, or form a fused system.

This latter phenomenon can be described as the result abragstiiction between the
two participating nuclei which leads to a merging of all thaucleons. If the interac-
tion time is long enough with respect to the thermalizatiamet i.e. when the impact
parameter approaches zero, this dissipative process nemyually lead to the forma-
tion of a unique system which can reach thermodynamicalibguim. In this way one
can define a temperature of this equilibrated system. Thetiosathen proceed, ac-
cording to Bohr’s hypothesis [1], through the intermedgtege, known as Compound
Nucleus which is formed by the absorption of the projectyelie target nucleus.

CN reactions between heavy ions are of particular interestibse they provide the
most dficient way of forming highly excited systems in high-spinteta Since many
nucleons are involved, the total energy may be high but i#&ed by all nucleons.
The CN is formed in an excited state and since the system guitilgrium, it decays,
after a time long compared with the transit time, by statatprocesses, such asays
andor particles emission (or eventually fission). The decay toayreated exploit-
ing the nuclear thermodynamics, i.e. statistical modelsiclv are essentially based
on Bohr's CN picture. The particles emitted ("evaporately) equilibrated system
will accordingly have a distribution in energy that is tyally of the order of the total
energy of the system and independent of its mode of formatiaghe CN reference
system one expects an isotropic angular distribution. TNetass before any decay
is the total initial mass of the system: this process is dadlemplete fusion and dom-
inates central collisions between heavy ions for projeaihergies E10 AMeV [2].

When the incident energy increasesXELO AMeV), the projectile anfr the target
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may lose, in the early stage of the collision, nucleus ortelusf nucleons, emitted as
light particles, which remove an appreciable part of theekimenergy initially carried
by the entire projectile. On a longer time scale the remnatitse two colliding nuclei
fuse. Again a complete statistical equilibrium of the meggnhucleons is achieved. In
this process, commonly called incomplete fusion [2, 3], assalt, the mass of the
“reduced” CN formed is less than the total mass of the systamyelocities of the
evaporation residues and of the fission fragments dferdint from those of the frag-
ments emitted subsequent to complete fusion. Moreoverrdgauted” CN does not
absorb the full linear momentum of projectile and target.

Later on we refer as compound nucleus to the system produstddribcomplete and
incomplete fusion reactions since the properties of théesysre very similar. With
increasing projectile energy (& 20-40 AMeV), incomplete fusion becomes prepon-
derant with respect to complete fusion; the total fusiorssreection diminishes pro-
gressively.

The way in which a CN is formed is a dynamical problem and iosrected with the
problem of friction or viscosity, i.e. the transfer of engrfyjom one degree of free-
dom (the relative motion) to the many degrees of freedomrde#sg the compound
nucleus.

We now consider the energy balance in nuclear fusion. Theagan energy U of the

CN, at a given center-of-mass bombarding end#?, can be written as:

U=E®" 4 Qs = EEM 4+ (M + My — My,5)c? (1.2)

whereQy, is the Q-value associated with the formation of the CN in itsugd state
andM;, M, andMg,, the mass of the projectile, target and CN respectively, @it th
ground state. This shows that CN formation represents thi &f a completely in-
elastic process, where the total relative kinetic energth@incident channel is ab-
sorbed. Compound nucleus lifetimes can be deduced bytstaktimodel calculations,

which relate the lifetime of the CN to thdfective number of open decay channels.
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Typical lifetimes are of the order of 300 3000 fryc ! for excitation energy around

U~100MeV and are long with respect to thermalization times.

1.2 Decay mode

There are two big classes of nuclear excitations, depenaintpe type of states
they lead to. The first class concerns excitations leadirgpézific states: this is typ-
ically the case of giant resonances which consist in callechodes of motion of the
nucleus. In turn, these states may decay either in a spea@jcfallowing proper se-
lection rules, or in a statistical way. In the second clasde#xcitations, a large set
of states become populated in a non-specific way. This isithat®n typically en-
countered in hot nuclei, close to equilibrium (moderateitation energies and little
compression).

When an isolated state is populated, the reaction crosmsdwve a typical resonant
behaviour trend expressed by the Breit-Wigner formula Rlich situation concerns
states at low excitation energy.

With the increase of the excitation energy the mean spacitgden the nuclear lev-
els is reduced and at the same time their width increases iiglies in the region
of high excitation energy that many states of the compouraliens are populated in
the reaction, whose widths are superimposed, and a treatrasad on the statistical
physics is needed to describe the decay.

In particular the concept of level densit{E) becomes important. In this region, called
continuum region, the statistical model (SM) allows to a#édte the decay probabili-
ties of the CN in each channel energetically accessibleu¢h sontest the consistent
treatment of the fusion-fission (FF) and fusion-evapora{féE) decay channels can
provide quantitative predictions of all relevant quaestiof the decay products, such
as the cross sections, the angular distributions and theyespectra of the reaction

products.

11fm/c = 3.310%4s
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The complete fusion cross section,s can be obtained by measuring the fusion-

evaporationrgg and fusion-fissiomrgr cross sections:
Otus= OFg + OFF (1.3)

At low temperature as 1 or 2 MeV unexpected large valuesgf suggest that fis-
sion is a slow process, during which cooling, particulaily @vaporation, may occur:
evaporation and fission compete as dominant decay mode idegnecitation of hot
equilibrated systems.

The fragment emission or fission requires a descriptiondaseonly on phase space
considerations (as in evaporation theory) but also on tbhetfat such large ampli-
tude motion may be strongly dissipative, as several exparieclearly indicate. The
reason is that such processes lead to a large deformatidre afystem during which
friction has time to act. Description usingiiision equations, such as Langevin [5] or
Fokker-Planck formalisms [6], are typically well appraged.

For reactions which are associated with compound nuclecisagon energies of less
than 300 MeV, data are routinely compared to predictiongatistical model calcu-
lations. The choice of the parameters used in the model hbs tione in order to
successfully describe light particle emission. Studiegwafporated particle energy
spectra yield therefore information about the main SM idgats, the nuclear level
density and barrier penetration probabilities.

Without entering in the detail of the statistical model, wstjgive an overview of the
main concepts, remarking that the decay probability in éageexit channel depends

only on the width of the decaying resonance in a given exihoka[7].

1.2.1 Statistical model

The statistical model was originally introduced by N. Bohf, Bethe [8] and Weis-
skopf [9]. Wolfenstein [10] and Hauser and Feshbach [11pohiced the conservation
of total angular momentum and afterwards the model was drttiand generalized
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by many authors. Actually it has a widespread use in nuclégsips and applied
research.

Let us consider an excited nucleus of mass A, excitationggndr charge Z and
angular momentum J. The goal is to evaluate towards whidbssthe system pref-
erentially decays. The transition probability from anialitstate i to a final state f is

given by the Fermi Golden Rule [12, 14]:
dN_¢

dt
whereM;_,¢ is the transition matrix angds is the final density of states. The basic

o« |Mi—>f|2pf (1.4)

assumption of the statistical model is to consider thatafigition matrix elements are
equal, so that the probability of observing a given stateisegned only by the density
of final states.

The nucleus is an isolated system which may be properly destm a microcanon-
ical approach. Let us apply the Fermi golden rule in a caserevtiee final state 'f’
corresponds to the emission by a parent nucleus '’ (initdla particle 'b’ of spin
s, emitted with a kinetic energy betweerande + de. The corresponding emission

(evaporation) probability per unit of time for the procéss b + f may be written as:
4rp?dpV
h3
whereC, is a codficient and can be obtained from the detailed balance priméipl

Pb(E)dG = Copf(E?)d E?(23+ 1) (15)

The termp;(E7)dE; gives the number of states available for the excigddaugh-

ter nucleus and it is obtained by the product of the densitgtafesos(E}) and the

: dep?dpV . .
energy intervalE; . The last term,ﬂpr, indicates the number of states of the
emitted particle with a linear momentum between p arddp; V is the volume of an

imaginary box where the decay takes place. Evaluating®qrie finally obtains:

pi(E}) 4 p?
p—FN(U) (2s+ 1)_h3

%the detailed balance principle assumes that the trangitiobability W,_,;, of a system from an

Pp(e)de = o(€)de (1.6)

initial statea to a final sta is related to the probability of the inverse transitigp\W,p = ppWhoa,
wherep, andpy, are the density of statesandb respectively and\,_,, indicates the transition proba-
bility “time-reversed” fromb to a.
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whereo(e) is the capture (fusion) cross-section of the particle bHeyftnal nucleus
f 3. A deexcitation channel will thus be the most favoured if thenber of acces-
sible stateso« p¢) is large. To go beyond equation 1.6 it is necessary to esptes
ingredients of this formula, namely the densities of statebthe inverse capture cross-
section. The number of states available for a nucleus witkxaitation energy between
E* andE* + AE* may be connected to the corresponding entropy S of the sysi#in
Boltzmann constant k& 1)

S = In(p(E*)AE") 1.7)

and to its temperature, defined in the microcanonical agbraa

1 dS _ Alnp(EY)
T T dEr T AE (18)

The density of states thus exhibits an exponential evolwtith the excitation energy:
p(E*) oc F/T (1.9)

which emphasizes the sensitivity of statistical modelshis fuantity. The capture
cross-section in equation (1.6) may be written:

oe(€) = i(ZI + 1)71(%)%I (€) (1.10)
1=0

If the transmission cd&cientsT, are set to unity, one obtains:

Coul

oo(e) = nRz(l - ) for e> B (1.11)

and
o(€) =0 for e<BEY (1.12)

whereBS°'is the Coulomb barrier associated with the emission of glarti. From all
these equations, one finally obtains
€ — BCouI coul
Pb(E) = T—Zbe_(e_Bb al for e> BEOUI (113)

3due to the detailed balance the capture reaction is diregitiyed to the decay inverse reaction
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In this expressiorP,(e) has been normalized to unity. The excitation eneffgyis

expressed as a function of the kinetic eneegy E; = E}_ ., — €. The exponential

fmax
term of equation 1.13 comes from equation 1.9 used to exp(&s$ as a function of

€. This means that the temperature T is the temperature ofriaerfucleus. It may
be considered as independentainly for significant excitations. In other words, this
statistical formalism is not valid for nuclei close to thgimound state. This limitation
is also required to derive simple expressions for the dgiafistates.

The emission probabilitPy(e) exhibits a maxwellian shape which is typical of the
decay of an equilibrated nucleus. It is worthwhile to remtr&t equation 1.13 has
been obtained without the need of any nuclear model: theinghgdients which have
been used are the microcanonical description of isolatst#Bys, the density of states,
the entropy and the temperature.

The competition between various channels (i.e. the enmgsiobability for dfferent
particles) may be obtained from the integration of equatidr8 before normalization.
The total emission probability of a given particle b is essly governed by the final

density of states of the daughter nucleus:
Py o< p (E" - Qo — BS™). (1.14)

In other words, for similar Q values, particles for which t@eulomb barrier is low,

are preferentially emitted.

1.2.2 Level density

The nuclear level density] is an important quantity for the study of both thermal
and decay properties of excited nuclei, for the determamadif cross sections used in
nuclear astrophysics calculations, like in neutron andqur@apture processes, and
in supernova dynamics. Moreover as stressed in paragraphgdlis an essential in-
gredient in calculating the statistical decay of a componuadeus (CN) by particle
evaporation, gamma-ray emission, or fission in statistiwadlels. The knowledge of

the level density is thus highly needed in all regimes of &itin energies, compound
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nucleus spins, and for the full range of Z and N from ghiee of stability to the drip
lines®.

In statistical model calculations level density formulas asually based on the work
of Bethe [8], with the assumption that an energy independensity of single particle
states g is present. Fermi-gas model approximation pre\adeseful reference to start
with, even if other &ects have to be included to get more realistic expressioheof t
level density.

For a given energy E and particle number A, the density oestatay formally be

defined as
PE.A) = > 6(A~A)S(E ~ E(A) (1.15)

where the summation runs over all the states Wiflparticles and; energy. One usu-
ally uses an approximate expression when the nucleus caedoeilged in a model of
independent particles with single-particle energy le¥gland for moderate excitation

energiesE’ = E - Egyy)

1 *
o(E, A) ~ @eﬂf (1.16)

where’a’ is the so-called level density parameter. At the same Idvabproximation,
one can link the excitation energy to the temperature

2
E*~aT? with a= %w(e,:) (1.17)

where the zero-temperature single-particle level densfty reads:
w(e) + ) 8(e - &) (1.18)
k

Note that the single-particle level densiiye) counts here the number of single-
particle levels per unit energy, while the density of stgiéls, A) counts the num-

ber of accessible states as a function of the total energigeohuicleus. Finally, one
should keep in mind that equations 1.16 and 1.17 only holdioderate temperatures

40n a chart of the nuclides, plotting proton number versugmeawnumber, the boundary beyond

which neutron-rich nuclei are unstable against neutrorssiwi.
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(T <3-4MeV).

The Fermi energyr plays a dominant role in the calculation @&nd thus in the ex-
pression ofp(E, A). This reflects the fact that at low temperature the first leve
become empty are the least bound ones, namely the ones cltse Fermi energy.
Elementary excitations which promote nucleons lying jusibly the Fermi level to
just above it then become dominant.

Starting from an independent particle picture, which aiowticeable simplifications,
the problem then occurs in the evaluation of the singleiglarievel density, and espe-
cially the level density parametar Realistic mean-field calculations do not allow the
recovery of the experimental value af One has to take into accourffects beyond
the mean field, in order to reproduce the data. It &isient, here, to keep in mind the
average experimental valae~ A/8 (up to shell &ects)[13].

1.3 Evolution of decay mechanism: from evaporation

to multifragmentation

We now consider the decay modes of hot nuclei when the exuitanergy per
nucleonE* increases significantly above 1 MaVand may even reach values close
to the binding energy per nucleon. In a somewhat arbitrary, Wee transition from
low-energy decay processes to high-energy processesociatesl with the transition
from evaporatioffission to fragmentation, namely the transition from a dgmagcess
in which two and only two massive fragments are emitted, toozgss with at least
three massive fragments in the final state.

A comparison of the two decay channels is made possible bytowuthe number of
events in which two and only two massive fragments are oleseawnd events in which
at least three fragments have been emitted. In figure 1.3ji¢he of three-body (Y3,
fragmentation) versus two-body (Y2, binary decay) meckrasiis shown as a function
of excitation energy per nucledfi: a sharp increase starts at about around 3 eV

From this energy on, fragmentation begins to be a dominatgss, although evap-



14

Physics case

oration and fission are still present. It is worth noting ttie ratio Y3Y2 displayed

in figure 1.2 is independent of the entrance channel (i.éh bbthe projectile and the
bombarding energy) and thus of the mechanism that led tortbduption of the hot
nuclei considered in these experiments. This gives strapgat to the fact that the

transition is essentially governed by the excitation eperg

~ OB
[ ® Kr+hAu 43 MeV/u (Noutilus)
2 040 Ar+Au 80 MeV/u (Nautilus)
0.3
0.2 ——
0.1 o .
i —
O_—H——.@—ai
0 1 2 3 4 5 6

Excitaticn energy (MeV,/u}

Figure 1.2: Evolution of the competition between two-bod®) and three-body (Y 3)

decay as a function df".

The onset of multifragmentation, i.e. the simultaneus siorsof at least three massive
fragment takes place for excitation energies around 3 Mad®eon and the maximum
for fragment production is found around 9 Mg¥Nicleon, i.e. close to the binding en-
ergy of nuclei. At higher excitation energy, due to the opgnof the vaporization
channel, the fragment production reduces.

On the other hand, average time intervals between suceessiissions have been es-
timated by analysing space-time correlations betweemfeags, taking advantage of
proximity effects induced by Coulomb repulsion.

A strong decrease of measured times with the increase dbgxei energy is observed
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up to around 5 MeYhucleon. Then a saturation appears around 50-1006 fwhich

reflects the limit of sensitivity of the method. For such ghones fragments can be
considered as emitted quasi simultaneously and fragmeissems can not be treated
independently. Note that, sequential statistical model&tf reproducing the observed

emission characteristics.






Chapter 2

The experimental apparatus

2.1 Introduction

In heavy ion reactions one has to deal with a very large rahgaergies and prod-
ucts. Often, going from the typical processes at low enemyouthe most complex
and dissipative phenomena at the higher energies, one ¢aim ¢lbe major informa-
tion on a process, when dealing with the transition regisomfa regime to another
one. This is the case passing from the Compound Nucleus (Cippoeation or Inter-
mediate Mass Fragment sequential emission to the mugiirfeatation regime, and,
again, going from the multi-fragmentation towards the v&gadion regime etc.

The opportunity of studying the behaviour of the nucleateyswhich develops from
one stage to another is very important: any modification ertbclear matter charac-
teristics (pressure, density, isospin etc), can be refleicte variation of the experi-
mental signatures, which carry important information.

To measure, disentangle and weight all decay channels ofciteé CN it is necessary
to detect and identify all the reaction products. Thus theafSGARFIELD detector,
coupled with Ring Counter (RCo0), is very well suited for sucbasurements.

The coupling of these two detectors allows to have an eveevbyt nearly complete

information on the residue, on light charged particles andhee intermediate mass

17
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fragments. Moreover, since the coupled system covénsof the total solid angle and
has a high granularity, low energy thresholds, large dyeamnges in energies and
identification capabilities on an event by event basis,ldved for a complete recon-
struction of the kinematics for each event.

2.2 The GARFIELD apparatus

The GARFIELD apparatus [15, 16] is particularly importasince it represents a
powerful tool that can be used to study the evolution of thelear system from the
low energy regime where mean field interactions are predantito the intermediate
energy regime where new open channels start to be presentodine contribution of
the nucleon-nucleon forces [14].

The mass and energy of reaction products can vary a lot: figinh tharged particles
up to heavy fragments and from few KeV up to hundreds of Me\é Situation is,
therefore, complex and it is very important to develop a ci&te system capable of
detecting and identifying such a variety of reaction prady¢8]. The GARFIELD
apparatus is based mainly on thE-E technique, where theE signal is given by the
drift chamber where several microstrip anodes collect angldy the primary elec-
trons which were produced along the ionization track of tetedted particle. Some
Csl crystals, Thallium doped, are then used as stop detettt@et information on the
residual energy. Fig. 2.1 shows a transversal section ditbelrift chambers.
GARFIELD is made by two independent chambers, one for thedot angles and
the other for the backward angles. In particular, with respe the beam direction,
they cover the range from 3G< 6 < 85° and from 98 < t < 15C°. For the azimutal
angley, the forward camera covers & ¢ < 360 and the backward chamber the part
0° < <70 and 110 < ¢ < 360C. The side opening in this chamber was designed to
permit the positioning of possible ancillary detectorshistregion.

One important parameter to be considered when designingp@daratus is the possi-
bility that 2 particles hit at the same time the same detgcdiuble hit). To avoid this
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Figure 2.1: Trasversal section of the two chambers of Gdrfiel

problem, it is important to have a high granularity. Norngadldesired number of de-
tectors is at least 10 times more than the maximum multiylexpected for the prod-
uct of interest. At relatively low energy, which is the rangfenterest for the physics
to be studied with GARFIELD, maximum multiplicities arou@8 for light particles
plus 4-5 for heavy fragments (A4) are expected. We need, therefore, around 200
indipendent telescopes to perform a reasonable recotistmaf our events.

This granularity is obtained in the GARFIELD drift chambdrgiding each of them in
sectors ofAg = 15°. This means that the backward chamber is divided into 2 begct
while the forward chamber into 24. Each sector contains 4T0strystals positioned
at differentd angles plus a microstrip pad (metallic strip photolithgdnaon glass).
The microstrip pad is divided in the 4 collection regionsngiit, up-left, down-right
and down-left (see paragraph 2.2.2 for details). In figug @ne can see the scheme

of a drift sector.
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Figure 2.2: Scheme of a drift sector of GARFIELD

2.2.1 The CsI(TI) crystals.

CslI(TI) crystals have been chosen due to their excellentachexistics, like the
high stopping power, the good energy resolution (close tond& 5.5 MeV «a parti-
cles from 241Am source), the small sensitivity to the radradamage, the relative
small hygroscopy and the fact that they are quite easy toraih@achine in order to
easily obtain the shape needed for the experiment. MoretheeCslI(Tl) crystals are
relativity cheep with respect to silicon detector.
In the GARFIELD apparatus there are 4 CsI(TI) per sectotaitotal number of 96
in the forward chamber and 84 in the backward chamber. Theeshare dierent as a
function of the diferentd angles where they are positioned. In fig. 2.3, one can see a

drawing of the diferent dimensions of the crystals. Their shapes are desgméuhat
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the front face is always perpendicular to the radial traygcof the particle emitted
from the target.

The shape of the backward part of the crystal is like a lightlguo optimize the

Figure 2.3: A drawing of the dlierent shape of Garfield CsI(TI) crystals. The A shape
corresponds to the most near to the plane of mi@énm@re big respect with to a beam

line)

coupling with the photodiode S3204-05 produced by Hamam@® mm X 18 mm

of dimension and 50Qm as depth). The use of photodiode instead of photomultiplier
tubes is due to the good stability of the first and its smalleresthsion which makes its
mounting inside the gas volume much more feasible.

Before being mounted inside the apparatus, every crystasied using radioactive
sources like the three peaks mixegsource {'Am (E=5.484 MeV),>*°Pu (E=5.155
MeV), ?*Cm (E=5.806 MeV)) and & source (like®°Co which produces two lines at
Ey = 1.17 MeV and & = 1.33 MeV) for investigation of the bulk. We calculated the
resolution with thex-source using the average value of the FWHM (Full Width Half
Maximum) of the 3 peaks.

The results obtained as resolution and light output fromatts®urce and from the-

source are an indication on the crystal properties and ogltheg to the photodiode.
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If the result is not satisfactory, i.e. larger than 4.5%departicles, we repeat at least
one more time the procedure of preparation of the Csl crystahning with powder

of diamond, gluing the photodiode, wrapping procedure).

2.2.2 The drift chamber

One of the most important requirements that a complete apgmishould fulfil,
when used for studies of nuclear reaction mechanism witkyhiems, is the capabil-
ity of identifying the reaction products with a low energydbhold, which permit to
reconstruct the events where slow products are emitted.

The use of a gas detector is of great importance to fulfil thegairements, allow-

Figure 2.4: Ground of the cylinder of the Backward Camerae frticrostrip plane can
be seen.



2.2 The GARFIELD apparatus 23

ing an easy selection of théfective AE thickness, which is a compromise between a
very low identification threshold and the necessity to hardige dynamical ranges
of detected products. New possibilities for the gdS section arose a few years ago
with the development of micro-strip gas chambers (MSGGjailly designed to meet
the severe needs of counting rate, high gain and positiaiutsn of high energy
physics. The originality of Garfield is in the use of this typledetector also in low
energy physics ([19]). The advantages of using MSGC's aralgndue to the large
dynamical range and to the signal-to noise ratio for the lomizing ions, which is
much higher as compared to ionization chambers. These tamacteristics allow the
simultaneous identification, with low energy thresholdboth light charged particles
and heavy ions with an only two-stage telescope. In factd#tector is characterized
by a wide acceptance in Z, from 1 up to at least 28, with an itleation threshold of
about 0.8 MeVYA and a detection threshold much lower (of the order of 10-2V/A).

In fig. 2.5, one can see the drawing of the electric field insidms drift chamber of
this kind. The drift lines are perpendicular to the micrgsmplane and the intensity of
the field is constant. After the Frish grid close to the mittipsplane, the field starts
to have the dependence gf,lwhere r is the distance from the anodes, and the field
intensity increases allowing an avalanche phenomena dfpfiction of the primary
electrons. In this way, we obtain a good electric signal Wwhecstill proportional to
the initial ionization produced by the patrticle in the gas.

Each microstrip (fig. 2.6), as just told, is divided in 4 patsl it is made by hundreds
of very small alternated metallic electrodes which are greg through photolithog-
raphy on glass. A very small distance (b) between the single cathode and anode
permits a fast collection of electrons and positive ionsfed close to the microstrips
plane, which results in a faster signal and a better reltghilue to the fact that the
electric field near the microstrips remains almost the santiene.

The anode strips, which are 10n large, are biased at 400 V and connected in 4
groups, while the cathode strips are connected all togeatheigrounded. In this way

we have only 4 signals from every microstrip. In fact, for purposes, it is not needed
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Figure 2.5: Drift line of the electric field inside a gas dgfiamber with microstrip as
collecting electrodes.

to read the single anode.

The angular resolution along tldeangle is given by the correlation with thefigirent
CsI(TI) crystals, with a resolution af 7.5°. This resolution can be improved down to
about 2 when the drift time information given from the microstripgeetrons is used.
The ¢ resolution is fixed by the fact that a single microstrip is &4&d is divided lon-
gitudinally into two parts, so it can arrive down to 7.5

The gas inside the chamber is CF4, a gas characterized by atuigping power and
a high drift velocity (10 cnusat 1 V/cm.Torr) of the electrons produced in the ioniza-
tion process. Due to this characteristic of the gas, the ingnressure can be relativity
low (50 + 200 mbar), with a great advantage for the safety of the eoc¢ranndows of
the detector that can be thinner and for the field cage thabeanaintained at lower
voltage and have, therefore, less damage due to possibleadies.

In the GARFIELD apparatus, there is also a semi-automatigcteng gas system to
circulate the CF4 inside the drift chamber. In this way we dbhmave problems con-

nected to possible decrease of the gas quality.
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Figure 2.6: Scheme of a microstrip of Garfield.

2.3 Ring Counter

The Ring Counter (RCo) [20] is an annular detector desigoduktcentered at’0
with respect to the beam direction. It is an array of thregsttelescopes realized in a
truncated cone shape. The first stage is an ionization chafi®e the second a strip
silicon detector (Si) and the last stage a Csl(Tl) scirtbila
Each stage of the RCo is mounted on a low-mass aluminum sugwyaois adjustable,
for the relative alignment of all the active elements of tlewide. A picture of the
whole apparatus is shown in Fig. 2.7.

The RCO is designed to operate in high vacuurs (F0® Torr) with minimal out-
gassing. The RCO has eight separate silicon detectord)@ped, each one segmented
into eight independent annular strips on the front surfaoecfion side), thus increas-
ing the granularity of the detector. The rear surface (ohside) consists of an unique
electrode. Each strip has a bonding contact to a track in adajibbon ending with

a multiple connector, allowing the connection to the preldreps. In front of each
silicon detector there is a sector of a specially designeé&€ Section 2.3.1). Behind
each silicon detector there are two 4.0 cm thick CsI(Tl) &lgs(see Section 2.3.3),
read out by photodiodes (PD). The geometrical shapes ofsher¢stals has been de-
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Figure 2.7: Ring Counter detector.

signed to cover the cone subtended by the IC. Each couplesitts is related to one
sector of the IC and in particular the Csl(Tl) closer to thareaxis covers the angular
range of the four inner strips of the Si-detector, while tlkeeenal CslI(TI) covers the
four outer strips.

The RCO is mounted on a sliding plate that can be moved foraaddbackward by
means of a remote control. In the forward position the RC@é&sly to operate, being
inserted in the conical opening of the GARFIELD drift chamgheAt the angles sub-
tended by the RCo, silicon detectors caffsurapid radiation damage by elastically
scattered beams. Protecting the detector from the radiationage is accomplished
by inserting passive brass shields in front of the innecaili strips, according to the
grazing angle and the values of the cross-section of theidenmesl reaction. With the

sliding plate in the backward position it is also possiblen®ert a screen to avoid a
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possible damage during the beam focusing.

In order to minimize the length and the capacitance of théesadnd consequently the
noise contribution, the preamplifiers are mounted insiéesttattering chamber, on the
same sliding plate of the RCO; they are placed in metallicelsoxhich shield them
from external fields (see Fig. 2.7 ). The preamplifiers arentadly connected to the
boxes which are cooled by a simple water cooling system fweataperature about

12°C), allowing for dispersion of the heat generated by the ma@diers themselves.

2.3.1 The ionization chamber

The IC is divided in the azimuthal direction into eight eqdatecting sectors. The
IC, which is of the axial field type without Frish grid, has beespecially designed
to minimize the active area loss: its dead regions match ¢lael @ones of the silicon
detectors used as second telescope stage. The depth otitleegas region is 6 cm,
the entrance and exit windows are aluminized mylar foils,8 thick.
When the RCO is used as forward ring detector, coupled to tieFE3ELD apparatus,
the IC is very close to the external wall of the GARFIELD ddftamber. Therefore, it
has been chosen to bias a middle electrode (1.5 mm thick alhinized mylar) at a
given voltage while keeping the entrance and exit windowsigded, in order to have
the same electric field with one half of the potential needwdtie whole thickness
(about 150V at a pressure of 50mb of CF4). The CF4 gas, canisiy flowing in
the chamber, has been chosen because of its high densi®ni@/tn?® at a pressure
of 50 mbar and at a temperature of 20) and high drift velocity (10 ciims at 1.25
V/cnyTorr). The latter parameter is important to reduce the ebectollection time
and the electron-positive ion recombination rate. Thegmesinside the chamber is
remotely controlled by a newly developed hardware and softvgystem.
The gas enters the chamber through a filtering system forexymd water vapor
suppression. The gas outlet is controlled by a dry root puntbley a valve whose
opening is regulated by the control system in order to keepnstant pressure inside
the chamber. Typical working pressures of the IC are in timgea56- 200 mbar,
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depending on the measurements to be performed.

2.3.2 The silicon detectors

The eight silicon detectors [20, 21] have a trapezoidal sh@pe Fig. 2.8) with

dimensions which fit 18 of the total azimuthal angle and métetsectors of the IC.

Figure 2.8: One of the Si detectors of the RCo. Each one ofigid strips has a size
of 8.55 mm. The full length of the silicon detector is 68.4nsad Table 1).

The front surface (junction side) of each silicon detecs@agmented into eight strips,
which cover the polar angle regions quoted in Table 1, wherR@o is at the measur-
ing position, at 270 mm from the target, corresponding tani@mal distance allowed
by the mechanical structure of the Garfield chamber [15].dhl& 1 the internal and
external radii of all the eight strips are also presented.

The covered polar angles run from 3t6 17.5 (see Table 1), corresponding to a solid
angle of about 0.27 sr. The angular resolution of each sérifi ~ +0.9° and the
geometrical coverage of the Si detector is about 90%.

The inactive area is due to the interstrip regions (aboutz8@vide), containing the
guard rings all around the strips.

The guard rings have to be properly biased, in order to mingnthe &ects due to the
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field distortion in the inter-strip region. This stronglydeces the charge split and the
cross-talk between contiguous strips, keeping them tota&uand therefore almost

negligible. Another inactive area is the printed circuiabsframe that holds each Sil-
icon sector, which extends about 3.2mm beyond the physigasion of the sector

and provides the voltage supply and the extraction of theadsg

The thickness of the silicon detectors is around 300 mm asdby the manufacturer.

Therefore the energy thresholds for particles punchingugh the detectors are about
6 MeV/A for protons andr-particles and 7-11 MepA for light fragments.

Strip | Int.radius| Ext.radius| Min.angle| Max.angle
(mm) (mm) (deg) (deg)

1 77.9 85.0 15.3 16.7

2 70.8 77.8 14.0 15.3

3 63.7 70.7 12.6 14.0

4 56.6 63.6 11.3 12.6

5 49.4 56.4 9.9 11.3

6 42.3 49.3 8.5 9.9

7 35.2 42.2 7.1 8.5

8 26.2 35.1 5.3 7.1

Table 2.1: Radii and polar angle limits of RCo silicon strips

2.3.3 The CsI(Tl) scintillators

CsI(TI) crystals [20] have been chosen as residual energgctbes because they
have high density and therefore high stopping power for immg light charged par-
ticles. In addition they are easily machined, not hygroscepd can sfier without
damage relatively strong mechanical shocks and also avediahigh radiation dose.

Their density (4.51 gm3) makes them suitable to stop in few centimeters the mns t
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be detected. The molar percentage of the Tl atoms in our @stats is in the range of
1000-2000 ppm. The light emission is collected by PD and gte coupling has been
obtained by a two-component silicon glue. PDs have beerechiosread the light out-
put because they require small space, have a good quatificrarecy for the CslI(TI)

light emission spectrum, are insensitive to magnetic fighdse a good gain stability
and require low bias voltages. However, the output signadssenall, compared to
those from a photomultiplier, thus requiring a careful sipimeatment to optimize the
energy resolution. We mounted Hamamatsu S3204@3.8cn?) PDs, 50Qum thick,

selected to have a dark current less than 15 nA.

2.3.4 Performances and operation

All the detectors of the RCo have been separately testedeiriathoratory with
collimated sources (1 mm in diameter) and the same electaobain used for in-beam
measurements. Fig. 2.9 shows the spectrum obtained for fotlee &ilicon strips
with a ?**Am a-particle source. A three Gaussian fit is also shown wherdtttee
peaks correspond in energy and yield to the three decay &nBs186MeV (85.2%),
5.443MeV (12.6%) and 5.389MeV (1.3%). The resolution asioled from the highest
peak is about 0.5% FWHM. It should be noted that the striplugéi®m shown in Fig.
2.9 includes the electronic noise of the setup.

The CsI(Tl) crystals have been tested witf°&@o y-source in order to check the
response in the bulk crystal (left panel of Fig. 5) and with%u, 2'Am, 2*Cm a-
particle source in order to measure the energy resolutimn &10, right panel), which
resulted in about 3-4% FWHM. Since it is well known that tightioutput of this kind
of scintillators depends on the charge, mass and energyeoflétected particles, a
very careful energy calibration has been performed [22]Nit ith several beams at
different energies, from protons to Ni. The FWHM energy resotutor the CsI(Tl)
has been measured with several beams ffhirat 3-8 MeVA to 2Ni at 2-4 MeVA
directly impinging on the crystals during the CslI(Tl) caibon campaign [25]. We
obtained resolutions (FWHM) ranging from 2.7% f8Ni at 239MeV to 3.3% forLi
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Figure 2.9: Energy spectrum of one of the strips of the silidetectors, obtained with

a collimated®**Ama-source.
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Figure 2.10: Energy spectrum of one of the CsI(Tl) crystalidained with a collimated
60Coy-source (left) and &°Pu, 2**Am, 2**Cmcollimated a-source (right).
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A scatter plot of the energy loss in the IC as a function of thergy deposited in
the Si detector is shown in Fig. 2.11 (left) for a telescopgmtd,, . Energy calibra-
tion of the IC and Si signals were performed through caledatalues of the energies
released by scatteréds ions.

The energy resolutions féfS ions with elastic energies, stopped in the silicon detec-
tor, are 1.2% FWHM for the residual energy (Si) (Fig. 2.11 dhkdpanel), including
the kinematical spread due to angular extension of the atripthe energy straggling
in the preceding IC and 11% FWHM for the energy loss in the 1@.(R2.11 right
panel).

From Fig. 2.11, it appears that the overall resolution isqgenough to obtain Z sep-

aration. The Z lines are clearly visible even beyond thequtile charge. When the
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Figure 2.11: left: scatter plot of the IC energy loss verigsSi residual energy for the
325 184 Nij reaction at 14.5 MeYA, 65, = 9.8°; middle: residual energy spectrum of

the scatteredS ions; right: energy loss spectrum of the scatte¥&lions.

ions punch through the silicon detector, mass identificatad least for IMF charges
up to Z=8, can be obtained from the correlation between the eneggyitothe Si strip
and the residual energy in the Csl scintillator (see Fig2R.Yery good identification
starting from protons, deuterons, tritons up to the oxygetapes clearly appears from
the figure.
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Figure 2.12: scatter plot of the Si energy loss vs. the Céllued energy fo?S +64Ni
reaction for a strip afli,p = 9.8°, summed over the entire experiment. The zoom in the

left panel shows the resolution foed and Z2 isotopes.

2.3.5 Improvements of the apparatus

To improve the granularity of the RCO and to have better parémces we have:

1. replaced the 16 CsI(TI) scintillators (two behind eadican wafer) with 48
crystals (six behind each wafer). Indeed the granularitygases and the relative
angle determination results more precise, greatly imprg¥he measure of the

relative momentum between isotopically identified fragtsen

2. reverse mounted the silicon detectors. This would allowxploit pulse shape
analysis on GARFIELD’s DSP-capable digital electronict][2

In Fig. 2.13 a picture of the improved apparatus is shown.
The Ring Counter has been used for a series of measuremémnsT@ndem-ALPI
complex of Legnaro Laboratories, aimed at checking thegoerdnces of the new

combination of detectors of the Ring Counter.

The Z identification of particles stopped in Silicon was umtav performed via

AE-E with analog signals from the IC and the Silicon detecsamce we have only one
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Figure 2.13: Picture of the new RCo. The lonization Chamb@) &nd three sectors
of the eight silicon detectors have been removed to showeheCsI(TI) scintillators

(six for each sector).

IC per sector the simultaneous Z identification by two methedl allow to recover
double hits in the IC of fragments impinging infliirent strips. Moreover one has the
hope of getting information not only on charges, but also @sses. The IC, mainly
devoted to the detection of heavy residues and low-eneagyfents, is still needed in
order to keep the thresholds as low as possible.

Signals from RCo detector preamplifiers are now digitized @e@ated by the on-board
DSPs of the custom electronics developed in the frameworlkWEL-EX collabo-
ration [23]. As already implemented for GARFIELD CslI(Tl)istllators, the DSP
extracts the energy information [23, 21] and other paramseikinterest. In particular,
CFD timing information is extracted for all signals, sigmale time and energy are
calculated for Si detectors to perform pulse shape anatysistopped ions, éerent
filters are applied to Csl(Tl) signals to identify light chad particles.

Thanks to this feature, two new identification methods axe accessible, which were
not possible with GARFIELD former electronics. The first lsacge identification of
particles stopped in the silicon detectors,exploitingrieetime vs. energy correlation
(see fig. 2.14). The charge resolution is very good in the @in@hge, and mass can
be extracted up to Z 5+6.
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Figure 2.14: Energy-risetime plot for particles stoppedhie silicon detector. Be, B
and C isotopes can be disentangled.

The second is light charged particles identification frostflow correlations in
the CsI(TI) crystals, as shown in fig. 2.15: light products elearly separated.In this
way the thresholds of mass identification are lowered wiipeet to analog electron-
iCS.
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Figure 2.15: Pulse shape discrimination of light chargatigias in CsI(TI) performed
by the on-board DSPs.

To the information obtained through tié&-E 1C-Si or Si-Csl correlations, one can
add charge andr mass of the detected ions, exploiting the fast-slow ¢aticen for
CslI(TI) and the risetime-energy correlation for the iorgpgted in the silicon detector.

2.4 Analog electronic of GARFIELD apparatus

The analog electronic scheme of the Garfield apparatus cardained referring
to the sector modularity (Fig. 2.16). The 8 signals, 4 from thicrostrips and 4 from
the Csl, are processed by the pre-amplifiers placed insglgalk volume, very close
to each detector. The pre-amplifiers work inside the driiraber and therefore they
have been designed to minimize the hot dissipation. A watgirng system to keep

the temperature under control has been provided around ARFEELD chambers.
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The amplifier modules (CAEN N568B) are placed out of the scait) chamber, con-
nected to the vacuum flange through 6 m of coaxial cables. Wasg opportunely
designed for this apparatus.

Each module can have 16 channels, so it can analyze thesapralng from 4 sectors
of CslI(TI) crystals or 4 microstrips. Each entrance chammh#he module is correlated
to 3 output signals: one is fast and negative, the other tevslawv and positive and dif-
ferent only for a gain factor. The two positive signals are lihear energy signals and
they are fed into an ADC (Analogical-Digital Converter) amdjistered in the stored
data.

The choice to have two flerent gains is due to the fact that the energetic range of
particles detected in GARFIELD is quite large. The High Gaictor in the case oAE
signal has been selected to better amplify signals of the pgrticles (Z= 1, 2) that
loose a small quantity of energy in the gas.

The fast and negative signal from the amplifier is fed into asiant Fraction Dis-
criminator (CAEN C208). The CFD, which has 16 input channleés got two ECL
signals for every input. Besides that, an OR signal per neogdlds a sum signal are
present. The sum signal can be chained in several CFD modulés obtain the final
multiplicity signal. Different multiplicity trigger signals can be obtained by segdi
the multiplicity signal in a discriminator whose threshalh be set opportunely.

The fast signal of a Csl(Tl) crystal after being processedugh the CFD is sent to
form an OR with all the other Csl(Tl) signals so to have themtagger of GARFIELD.
The fast signal of a microstrip detector is fed into some yle@dules and then sent
to the TDC to give the STOP signal. This signal is used fort diie measurement
purposes. The START of the TDC is given by the main triggenciiis made by the
general OR of all the trigger signals present in the expemmé&o get the real time
of reference, the START signal will be then corrected evenévent through the Ra-

diofrequency (RF) pulse, which has been registered eveavbént.
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Figure 2.16: analog electronic scheme for GARFIELD appexat

2.5 Digital electronics

The identification of particles emitted in nuclear reactiama wide range of kinetic
energy, charge and, possibly, mass is an important feadgueested to heavy ion ex-
periments. The research in this field is mainly divided in twvanches, not necessarily
separated, one devoted to the development of new deteatwtshe other concerning
new methods of analysis.

Modern electronic sampling techniques (for example piped)) have made it possible
to design commercial high resolution fast sampling anabagdjgital converters (ADC)
which permit to retain the high precision of the standard@gmanethods (for instance

for the energy measurement), while the detailed infornmatiohievable with signal
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sampling can be used in newly designed pulse shape disatiomapplications.

This may lead not only to better identification performandag can also reduce the
complexity of the electronics in high granularity 4xperiments like GARFIELD ap-
paratus.

2.5.1 General description of the system and the algorithm atic-

ture

Fig. 2.17 shows a block diagram of a digitizing channel. FSeetions can be
identified: the analog input stage (programmable-gain dimpand anti-aliasing fil-
ter), the digitizing section (ADC), the temporary storagetson (FIFO memory), the
processing section (DSP), the trigger section (progranenakmparators and trigger
logic).

The digitizing section exploits a 12-bit ADC operating abl@dSamplegs and hav-
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Figure 2.17: Digitizing channel block diagram.

ing an dfective number of bits (ENOB) of about 10.7 [23]. In experirtaests we
achieved satisfactory resolutions both in timing measer@siand also featured good
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particle identification capabilities over a wide dynaminga.

Typical characteristics of the digitizing channels, irstfirst version, are:
e 12-bit sampling at 125 MSamplss

e For channels with programmable input gain (like those eygidicat GARFIELD)
9.7ENOB are typical.

The ADC output values are continuously written to a Firstirst-Out (FIFO)
memory which stores up to 8192 samples.
In many applications a good estimate of the signal basedineandatory [21]. In order
to get this information, a suitable portion of the baselinecpding the particle signal
must be sampled and collected. In our design, the first FIE@tilons act as a circular
buffer. They are continuously re-written while the channel istwwg for a trigger.
When a trigger signal is received, the trigger logic (see FdL7) enables the FIFO
memory to be filled up so that the first samples of the storedksigill always corre-
spond to a time interval preceding the trigger and can be tesedlculate the current
signal baseline.
The DSP reads sampled data from j3 port, connected to the FIFO, and stores them
in its internal data memory. The acquisition system loadsDI$SP program in DSP
internal memory and starts the program execution througlD8P IDMA interface.
The DSP controls the channel hardware, handles the validkdigic of the event, per-
forms signal analysis and prepares readout data in itsiateremory. The acquisition
system can reddrite data fronito the DSP internal memory asynchronously through
the DSP IDMA interface during program execution, for ingtamo read event data or
to instruct the DSP to change gain, thresholds, etc.
The acquisition system can check the status of the diggizirannel (idle, analyzing,
waiting for readout) by accessing the mother-board localdnd polling a few logic
signals controlled by the DSP.
Signal storing in the FIFO and signal processing by the D®Pstarted by a trigger
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signal coming either from an external device or from one efttho on-board compara-
tors. The comparators thresholds are controlled by the DSRdans of a dedicated
programmable digital-to-analog converter. The analogiirgignal is shaped by a CR-
RC filter (t~200 ns) before being sent to the comparators, as shown ir2Aig.

The general structure of a DSP algorithm is shown in Fig. 2.18
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REARM TRIG. {IRQ1) SIGNAL TRIG. (IRQD)
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Figure 2.18: Flow chart of a DSP algorithm.

The DSP switches to an idle state after an initializatiorsghaerformed once and
for all at bootstrap time, where the DSP sets up its interegilsters, channel gain and
comparator thresholds, etc.

Upon receiving a signal trigger the DSP jumps to an intersgsvice routine which
spends a few microseconds reading samples from the FIF® ctiecks a validation
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signal.

In case of no validation, the DSP rearms the channel for a nggetr and returns to
its idle state, otherwise it reads the remaining samples fflee FIFO and restarts the
circular bufer. The signal analysis phase follows. Since signal aralgsits much
longer than the hiier length expressed in ms, theffar has been filled completely
before a new trigger can be accepted.

After the analysis step, the DSP prepares the output data internal memory for
readout and returns to its idle state. Readout takes placagh the IDMA interface
with no DSP intervention.

After all relevant data have been read, the acquisitionesysdrives the DSP IRQ1
interrupt signal (one of the local bus signals on the mobieard) thus instructing the
DSP to rearm the channel for a new trigger, as shown on thsitigtof Fig. 2.18.
Hardware settings and algorithm parameters can be accassegla dedicated “slow

control” interrupt routine associated to the IRQE intetrsignal.

2.5.2 Pulse Shape Discrimination in Csl(Tl)

The pulse shape discrimination algorithm mimics a wellkncanalog method,
sketched in the left part of Fig. 2.19. The detector signéddsin parallel to two filters
of different time constants, a "fast” shaper and a "slow” shapee drtalog chain at
the left of Fig. 2.19 is replaced in our case by the much simghain sketched in the
right half of the figure and the two filters are calculated by BSP.

The calculated "fast” shaper is a semi-Gaussian filter withOD ns, the calculated
"slow” shaper is a filter with#2000 ns. The amplitudes of the filtered signas and
A,) are stored for theft-line analysis. A fast-slow correlation-actually Af v&;— fAf

where &4 is shown in Fig. 2.20. Hydrogen and helium isotopes arealgleasolved.
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Figure 2.19: A typical analog chain for pulse shape disaration (left) compared to
the set-up described in this paper (right).

2.6 The acquisition system

The GARFIELD apparatus is complex: both the number of patara¢hat have to
be recorded and the acquisition rate can be large, so thes#ttmusystem has to be
really powerful and flexible.

The system, based on FAIR front-end (Fast Advanced InterfRead-out) developed
by the I.N.F.N. section of Napoli, is an ECL bus dedicatedhe fast read-out of
electronic acquisitions modules.

The velocity transmission of data on the bus is 1.25 Gbagad the architecture of
the system is on two levels (Fig. 2.21):

e at low level, the single electronic modules (ADC e TDC) areugred in seg-
ments. Every group is controlled by its own Segment CorgrdlSEGC). In the
present experiment 4 segments have been used.

e at high level , every Segment Controller can communicath thié System Con-
troller.

Due to the performances of the Segment Controller, it isiptesgo have an event
by event identification of the trigger pattern. In fact, thaimtrigger is composed
by an OR logical condition of several trigger signals, likavill be described in the
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Figure 2.20: Pulse shape discrimination of light chargatigias in CsI(TI) performed
by the on-board DSP.

following chapter.

Through the acquisition system it is possible to modify réghothe ADC and TDC

set up (thresholds, ranges, etc..). We will explain betiethase possibilities in the
fourth chapter, where the present experiment will be disedsn detail.

In conclusion, this acquisition system can work up té p@rameters, with 32 bit for
each. All the operations needed are done without any satpratocol, using an auto-
configuration procedure, which is able to recognize diyeitté kind of module (ADC,

TDC, delay etc.) and assign to each module a virtual statiomaer (VSN) to make it

recognizable in theft-line analysis.

The final data are written on the disks of a Personal Compiged like a storage.
It is also possible to monitor the experimental spectra &itfraphic interface of the

acquisition system.
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Figure 2.21:






Chapter 3

The experiment

The goal of the experiment analyzed in this thesis is theystiithe de-exitaction
properties of CN formed in collisions betwe#&$ and two diferent stable Ni isotopes
at incident energies around 13 AMeV. The experiment is pad wider study on
dynamical and thermodynamical properties of the nucledatanaundertaken by the
NUCL-EX group [24].

3.1 Reaction

The experiment was performed at the INFN National Laboyatdt.egnaro (LNL)
using a beam from the Tandem XTU and the LINAC ALPI accelesma{ig. 3.1).
The ion beam time structure is pulsed. Each ion burst hasfiest approximation, a
gaussian distribution with a Full Width Half Maximum (FWHMj ~3 ns.

The beam arriving on the target is synchronized with the ioceberating electric
field radiofrequency (RF). The RF signal can be thereforel @sereference for time
measurement. The main beam characteristics are reportedb.BL1. The analyzed
reactions are reported in tab. 3.2.

The beam energy~(14.5 AMeV) is chosen following the criteria of reducing the
preequilibrium &ects and having shicient recoil energy for nuclear charge identifi-

cation of residues.
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;{_/Pumu misura deil ‘apparaio GARFIELD

'
i

Figure 3.1: Scheme of the the Tandem XTU and the LINAC ALPkterators

Beam I(ppS) Ebeamamev VRF(MHZ)
325 145 | ...

At this incident energy complete and incomplete fusion tieaanechanisms are both
present. Recoil energy criteria should allow to determitnethier the observed reac-
tions are mostly complete or incomplete fusion ones.

The target thickness of .ug/cm2, leading to a mean energy loss of abeutAMeV
for the considered residue, had been chosen as comprontigedrea large enough
number of events and a still Sicient residue velocity for identification.
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Beam| Epeam | Target| dx (ug/cn?)
325 14.5 | 58Nj 150
325 14.5 | ©Nij 150

3.2 Trigger configurations

The choice of the logic of the trigger is a crucial problem é&wery experiment
because it is strictly connected to the selection of theti@amechanism that you are
going to study. Normally, more then one processes are alstéside an experiment.
Therefore, the main trigger is pratically obtained by perfong logical condition of
chosen signals coming from thefidirent detectors.

This leads to a selection of events with a relevant meanmg fthe point of view of
the physics. In the case of our experiment, the main proaessléct was the Com-
pound Nucleus formation, which is the fusion of the projectith the target into an
equilibrated hot and thermalized system. During the foilmndecay of this CN, we
have a production of light particles and IMF that we want todgt

The main trigger is then obtained from the AND offdrent trigger signals of interest.
In particular, we got the OR-GARFIELD (OR of all Csl(Tl)), v gives the “inclu-
sive® trigger for light charged particles and fragments BR-RCO which gives the
"Iinclusive” trigger of residue, fragments and light paltis emitted in forward direc-
tion. When used alone, these trigger signals were oppdstueguced to diminish the
counting rates.

The most important trigger for the experiment were comiregrfrithe coincidence be-
tween OR-GARFIELD with OR-RCO, without any reduction.

In Fig 3.2., one can see a scheme of the main trigger. Thedassignals of Fig. 3.2.
inserted in the main trigger were used only for particulaksand were not switched
on during the real data taking.

In particular, the pulser trigger is used to make routinalide the experiment some

control runs where the signals of electronics come fromm@died and known pulser
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input signals.

The use of a standard input source, like a pulser, is crucitlis experiment because
it makes possible to check the stability of the electronizsmd) the measurement and
especially to compare experiment performed ifiedent periods.

Hector (scaled by 50)
M
Garfield (scaled by 50) OR A
|
ER & Garfield oR N
ER & BaF. OR T
R
OR |
And PPAC G
G
Pulser CR E
R
Plastic scintillator OR
[scaled by 50)

Figure 3.2: Scheme of the main trigger of the experiment

The last trigger is from plastic scintillator that were pgasmied all around the beam
line at small angles. In this way, they could collect the #tascattering and produce a
time spectra from which it was possible to determine and kewejer control the time
resolution of the beam.

From time to time, a pure elastic scattering measuremeirtd@asgold target) was per-
formed to have a clear time of flight spectrum to control tharbgime structure. A
continuous monitoring was anyway performed during the whoeasurement to take

under control possible deterioration of the pulsed beam.
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3.3 Online checks: GARFIELD monitor program

The monitor program provides a simple way for defining andsthigualizing an
arbitrary number of 1D and 2D histograms, filled either wlwrexperimental data or
with preprocessed variables (simple combinations of twmore experimental param-
eters, linear calibrations).

Histograms are displayed grouped into “pages”. At the tirfrttis writing ~ 3000 his-
tograms and- 250 pages are routinely used. Since such a number of hisbagraay
not fit into a single computer memory, histograms are orgah&so in “categories”.
1D histograms can also be declared as “pedestal” histogian$istograms that can
be used for a pedestal evaluation of standard AQIBC modules. During pedestal
runs, the monitor program can recompute all pedestals amadd and the result can
be further manually adjusted using the GUI. Finally the stals are loaded by the
acquisition system. In Fig. 3.3 a screenshot of the main aunid shown.

nnnnnnnnn e

canLoscsgseCsIFasT

Figure 3.3: Screenshot of the main window of the monitor prag In the top part of
the window some information about the analysis is given, @& various functions
can be accessed by using the buttons at the bottom.
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By using the GUI it is possible to navigate thought th&eatent pages and in-
spect the various histograms. An expanded view of eachdresto can be obtained by
double-clicking the corresponding window.

Any arbitrary selection of histograms can be exported irddous formats (ROOT,

ZEBRA, binary, text) for later replay with the user’s faversoftware.

The acquisition system stores data on a dedicated machieeevehdata dispatcher
daemon is running. Clients can connect from any host andaskdiven run set, that
is transmitted thought a TCP connection.

3.3.1 Dead time check

The dead time is the time interval during which the acquisiBystem acquires the
measured parameters. During this time window the systemhibited and all new
events are lost.

The dead time is an important parameter to check during tpererent because it
limits the counting rate. The dead time percentage has beemtoned during the
experiment and kept around 30% by adjusting the beam irtyensi

3.3.2 Pressure controls

During all the measurements the gas pressure stabilityanathization chambers
has been monitored, since a pressure variation requires amergy calibration of the
ionization chambers. The gas pressure in GARFIELD iomzathambers has been
set in order to obtain a good charge resolutiom\i — E spectra. Increasing the gas
pressure, the resolution gets better, but simultaneohslgnergy threshold for particle

punching through the ionization chamber increases.

3.4 Calibration runs

During the experiment several calibration runs have beeiopaed:
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Pulser runs: a pulser signal is sent to GARFIELD and RCO ireotd get the
mV/ch calibration factor.
Time calibrator runs: Time calibrator signals, with a knopariod, are sent to all the
TDC used in the electronic chains. It allows to determinertfieh calibration factor
for each TDC.






Chapter 4

Data reconstruction and ldentification

methods

4.1 Data reconstruction

A "raw” event is a list of acquisition data parameters chagazed by the same
event number. The events reconstruction consists in thiysasaf the acquired pa-
rameters in order to reconstruct physical particles, fiansing list of hit detectors into
list of particles. A reconstructed event is characterizgdhe event number and the
particles multiplicity, while each patrticle is charactsd by the identification number
of the hit telescope and by the energy of each fired detectoe. JARFIELD detec-
tor uses dterent techniques to measure energy and velocity of the eet@articles
and to identify them in charge afmt mass [25]. The, up to now, employed detection

techniques are summarized in the following:

e The AE-E technique, using the signals coming from two layers ¢écteon (es.

Silicon and CslI(Tl) detectors), is employed for charge ardsridentification:

1. for GARFIELD apparatus thaE-E technique, using the signals coming
from microstrip electrodes and scintillator (only chardentification);Fig.4.1.
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2. for RCO detector there are twkE-E stage: the first step uses the signals
coming from IC AE) and silicon (E) detector (only charge identification),
the second step use the signals coming from siliadg) (and scintilla-
tor (E) detectors (charge and mass identification up to ptikgelike nu-
clei);Fig.4.2.

e The Pulse Shape Discrimination technique, using the fastsiow component
of CslI(Tl) signals, is used to identify the light charged tpdes; this method
allows isotopic separation for particles witkZ stopped in the CslI(Tl) scintil-
lator;Fig.4.1.

e The Pulse Shape Discrimination technique in silicon deteasing energy and
risetime signals, is used to identify the light chargedipbast anf IMF fragments
stopped in silicon; this method allows isotopic separafiwparticles with £14
stopped in the Si detector;Fig.4.2.

h68
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Figure 4.1:AE-E and Pulse Shape Discrimination technique for GARFIELD.
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Figure 4.2:AE-E and Pulse Shape Discrimination technique for RCO.

4.2 AE-E method

The study of the W dependence of level density parameter requires fragnmeht a
light particle mass and charge identifications over a widagnrange. GARFIELD
multidetector, thanks to its structure constituted bydetpes, i.e. dierent detection
layers, allows to perform the identification in mass A andrghaZ of the detected
particles througi\E-E technique.

The AE-E method requires that the incident particle puncheautyinaat least the first
detection layer.
The specific energy loss-(IE/dX) for charged particles in a given absorber, with den-

sity p and charge and mass respectivelyahd Ay , is described by the Bethe formula
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[26]:
dE Zr (Z\[. [ 2nfc2p?
——— = daNar2om = (2] |lIn| =—L_ ] - 82 4.1
dx ~ OATePITEC (ﬁ) [n(l(l—ﬁz)) ﬁ] 1

wherere = ﬁ is the classical electron radii amd. the electron rest mass. The
parameter | represents the average excitation and iooizgbtential of the absorber.
Z andg are the charge state and velocity of the incident ion, resmdyg. Eq.4.1 takes
into account interactions between the incident ion and teetrens of the absorber,
neglecting the interactions with the nuclei of the absgnriaich are significant just at
the end of the particle’s track.

It is generally valid for diferent types of charged particles provided their velocity re
mains large compared with the velocity of the orbital elect in the absorbing atoms.

In non-relativistic limit 3 — 0), eq.4.1 becomes:

dE _ mZ? B2
i C, 7 In (Czn—]e (4.2)
and, neglecting the logarithmgcdependence,
E Z2 Z2
dE _ (4.3)

Tdx B S T(E/A

where E is the incident particle kinetic energy and A its mase specific energy loss,
for a given incident energy E, presents a relevant deperdenn the incident particle

charge Z and a lesser one from its mass A. Therefak&d correlation presents the
typical Z edges as shown in fig. 4.3, and, if thE energy resolution is skiciently

good, also the A dependence can be pointed out.

4.2.1 Particle identification method for AE-E matrix

The necessary step before the data analysis is the catibrafi the measured
signals. However, due to the fact thatfdrent detectors (ionization chambers, mi-

crostrips, semiconductors, scintillators) can be used,tduhe rich variety of nuclear
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species produced in the reaction in a wide energy range ahd targe number of tele-
scopes covering the laboratory solid angle, this prelimyirsdep is quite man-power
and time consuming.
A fast and reliable method to assign the mass and charge detieeted ions is there-
fore highly desirable.

Analytical reductions [27] of expression 4.3 lead to

1/(u+1)

AE + [E**! 4 (u + 1) Z2AAX| E (4.4)

in the case of particles detected im\&-E telescopeAX is the thickness of the first
detector, where the ion deposits an enex@y In the second detector the ion is stopped
and releases an energy E. To obtain Eqg.4.4 from Eq.4.3 thethggis thatf (E/A) is

a power-lawf (E/A) = (E/A)* with exponeni ~ 1 has been made. Eq.4.4 is the basic
formula to build particle identification functions (p.).for charge identification.

For instance, if we aim to identify the charge Z of a detectadige/fragment from
the measuredE; E signals, we can calculate a not calibrated measure ofiZ Xp
which includes some unknown constants

pi.f. = [(AE + Byt — BT (4.5)

with the assumption A2Z: However, it is experimentally well known that it is quite
difficult, by managing the only paramejerto find a unique p.i.f. able to linearize the
AE-E correlation of each used telescope, in the whole rangesidiual energies and
for a wide range of charges, as usually observed in heavyeactions.

Modifications to Eq. 4.4 are therefore needed, since datatdefrom the expected

behaviour for several reasons:

e when the residual energy becomes low, the atomic charge lisnger equal to
Z,

e in experiments where the ion is stopped in a scintillatog, tesidual energy

signal is not linear with the released energy;



60

data reconstruction and Identification methods

e whenAE is measured with a Silicon detector, the pulse height de&ffaences

the Silicon detector response for high Z-values.

This formula performs a decoupling of tiad=-E correlation at low, intermediate and
high energies, by introducing some free parameters andophenological term.

1 1/(u+v+1)
+ EZ2N (gE)” - gE (4.6)

AE = [g Bt 4 (azep)
whereq, a, 8, u, v andéare free parameters, related to the characteristics andimeesr
effects of theAE and E detectors, g accounts for the ratio of the electrosiicsyof the
DE and E signals.

4.2.2 ldentification procedure

The used identification procedure [28], consists of twostep

e We sample on thAE-E scatter plot several points on the lines of well defined
isotopes (He, Li, Be and B). In experiments, some isotopedeaeasily recog-
nized, due to their abundance (4He; 7Li; 11B) or separatiomfother masses
(7Be; 9Be);Fig.4.3.

The charge, masaE and E signals of the sampled points are putin a table. A
minimization routine determines the parametgrs, a, 8, u, v andé; giving the
best agreement between the whole sample and the corretaboided for each

A and Z by Eq. 4.6.

The sum of the squared distances between the sampled anthtadcvalues is
minimized. This procedure is performed for each used teles@and a map is
built containing the identification number of the telescape its characteristic
parameterg, A, @, 8, u, v andé

¢ We perform the event by event identification. In each eveathealetected parti-
clefion is identified in mass and charge by a two-step process,ibymzing the

distance of the measureXE and E signals with respect to the values provided
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Figure 4.3: The sampled points used for the fitting procedure

by Eq. 4.6 with the parametegs 4, a, 8, u, v and¢ read from the map built in
the previous step. The two-dimensional vectdE( E) is then replaced by the
fourdimensional vectorAE;E;Z;A) for subsequent analyses.

To identify mass and charge of the detected charged produets-step process
is needed, since Eq. 4.6 is not analytically solvable. The itep is to find
the charge Z (simply assuming=RZ), by looking for the value of Z giving the
shortest distance between the experimefA&bnd the energy loss given by Eq.
4.6 at the residual energy E. After the charge Z has beenifeehthe procedure
is repeated, by solving Eq. 4.6 with respect to A (Fig.4.4.).
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Figure 4.4 Experimental isotopic distributions obtaifedcharges 3-8.

4.3 LCP identification

CsiI(TI) scintillators are widely used to perfom Light ChadgParticles (LCP) iden-
tification, as they emit light pulses whose shape varies ametibn of the type of
incident radiation. In fact, the Csl(Tl) crystal,when ded by an incident particle,
produces light mainly in two dierent types of physical processes, resulting in two dis-
tinct light components (Fig.4.5 ),commonly named 'fasttléslow’, reflecting energy
deposited by the patrticle in the crystal, and also the gagispecies.

The light output of CslI(Tl) can be schematically describéth@ exponential compo-

nents with dfferent time constant:
-t —t
L(t) = Liexd—] + Lo[—] 4.7)
Ts Ts

where:



4.3 LCP identification 63

e L(t) the light pulse amplitude at time t;
e L,, L, the light amplitude for the fast and slow components;

e 7;,7sdenote the decay time constant of the fast and slow comp®oétite light

pulse, respectively.
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Figure 4.5: Pulse shape of charged particles in CsI(Tl)

This property of the Csl crystal is the basis of the pulse stapalysis. Knowing the
combination of the two yield contained in the 'fast’ and (sl@aomponents allows one
to infer the species and the energy of the impimping patrticle

Unfortunately, these yields cannot be measured diredlfh@components in question
overlap to a significant degree. However, their magnitudes lze reconstructed in
a unique fashion, based on measured partial yields comtameharacteristic 'time
slices’ of the scintillator signal. The identification seatplot is then achieved by

plotting the fast versus the slow component as shown in f6g.4

4.3.1 Procedure

We recall hereafter the scheme of the usually employed proes to identify

(A,Z) isotopes, which do not rely on the brute force, evenenome-consuming, ap-
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Figure 4.6: Pulse shape discrimination of light chargedigas in CsI(TI)

proach like graphical cuts. Two steps are normally necgdsaeach detector used in
the experiment (for instance when the (A,Z) identificatisperformed through Fast-
Slow [29] or viaAE-E residual[28]):

¢ In a bidimensional scatter plot several points are by hantpsad on the ridges
of well defined isotopes. Some isotopes can be easily idemtdy simple in-
spection, either due to their abundanéeld) or their separation from other
masses'®3H). Charge, mass and coordinates of the sampled points gae or

nized in a table.

e The parameters characterizing the detector response thdrge (Z) and mass
(A) are determined by fitting the coordinates of the previpssimpled points.
If an analytical[28], even empirical [22] function, dedsrig one of the two vari-
ables as a function of the other does not exist, the set otpn a given iso-

tope (A,Z) are fitted one by one via polynomial functions. Tihparameters are
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stored in a table.

Clearly, in the case of a large number of detegtetsscopes, the most time consuming
step of the identification procedure is the first one, becatifee accurate sampling of
a huge number of points on each isotope branch needed tmabthie second step a
reliable set of parameters. However, even thierés to analytically link the employed
variables are of great importance, to make it possible totifleisotopes which cannot
be sampled, because of their low statistics (e.g. in badkaagle detectors). We
show in Fig.4.7. the Fast-Slow bidimensional plots for ohthe 24 azimuthal sectors
of GARFIELD, as shown on-line by the Garfield data monitor][30
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Figure 4.7: Fast-Slow bidimensional plots of a GARFIELD teedor the reaction
325 +58 Ni 16.5 AMeV incident energy.



66

data reconstruction and Identification methods

In Fig.4.8 the 2-dimensional Fast-Slow histogram is shoved visible in the his-
togram correspond to particles withfidirent A and Z values. The ridge sequence,of
p, d, 3H, 3He and-particles can be easily distinguished, while other, maspefsed,
ridges need to be more carefully studied.

The left-most, significantly wide correlations at small \8lgalues are due to the su-
perpositions of heavy fragments, induced by the decreageafecay time of the Fast
signal [31].

With dedicated measurements of Li and C elastically sadt&eams on Au target
(superimposed as contours in the zoomed region) we havielissed that, in our en-
ergy regime, Li fragments, not isotopically resolved, dik distinguishable from the
"cloud”.

The ridge of Fig.4.8 betweem-particles and Li fragments can be attributed ta-2

particles impinging on the same detector.
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Figure 4.8: Fast-Slow 2d-histogram of a GARFIELD crystalqad ap= 35°. In the
right panel an expanded view is shown, corresponding togbiangle of left panel.
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A new “semi-automatic* procedure have been therefore stuidi order to make
the identification of particles faster. The first step of mdere is the determina-
tion, within the ROOT environment, of representative sag@ints along the various
ridges. Due to the structure of isotope ridges, which camberpreted as successive
monodimensional Gaussian distributions, very close tt @ticer. Therefore we used
the ROOT method Projection and the TSpectrum Class, to merfoe peak search
firstly along the X (Fig.4.9.) axis, then along the Y axis.
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Figure 4.9: Fast-Slow bidimensional plot (left) and its ijection on Fast component
(right) for the narrow channel window shown in the left panel

Finally a peak observed on the Y projection is validated dirdypeak in the X pro-
jection falls in the same cell of the bidimensional plot. §ives a series of coincident
peaks, lying on the isotope ridges (Fig.4.10.).

At this stage coincident peaks falling on the isotope ridgesd to be connected.
A (A,Z) label has also to be assigned to each collection ohected peaks, from now
on called a cluster. To do this, a tracking method has beeth whech automatically
connects the peaks along each (A, Z) ridge. Tracking is éis#lgra local method of

pattern recognition[32], here split in three components:
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1. amethod to generate track seeds (Fig.2 right panel) hnarethe starting points
for the propagation procedure. The nature (A,Z) of thesatsas es- tablished
at this step,

2. a parametric track model, which connects points of arootridge with a set
of track parameters; in this case it is assumed a local lirgaation between
each pair of points along the ridge,

3. aquality criterion, which allows to distinguish gooddkacandidates from ghosts.
When several points are possible candidates to propagatgea-ttory, the
method selects the point giving the minimum change of theiangodficient
of the straight line connecting the previous two points bglag to the ridge.

This procedure is continued until the end of the trackingdras been reached, or no
further suitable points can be found. Seeds are automigtidabsen as the leftmost
coincident peaks, allowing to connect all the other coianigpeaks of a given isotope
through the parametric track model.

To build an empirical, but analytical, function, we starfeam the consideration
that a power law relation can been employed [34] for the ta@ht output of a crystal as
a function of the energy. In our case, due to the almost lineaelation between Fast
and Long, we expect a power-law behaviour for both the Fadttlae Slow variables
as a function of the energy. This also implies a power-lawti@hship between the
Fast and the Slow.

SlowFast A, Z) = a;Fast’ (a;, a, > 0) (4.8)

To reach our goal of obtaining only one analytical function &ll the observed
isotopic species, we incorporated in Eq. 1 the exponengiahbiors of al and a2:

a1 = [d; + dy exp(dsZesr)]€X—dsZesr)
a = [ds — dg exp(-dZe)](dh > 0,i = 1,7) (4.9)

with Zef f = (AZ?)Y3 , which represents the modtective way, within our approach,

to take into account the charge and the mass of the analyaexgesridges.
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Figure 4.10: Left: Points along the various ridges, detagdithrough the Projec- tion
and TSpectrum procedure. Right: Seeds for protons, deuseraparticles and IMFs

(triangle, star, circle, square, respectively).

The last step of the analysis is the event by event idenific@rocedure. By using
the table of fit parameters of all the crystals, for each detetCP the program esti-
mates the distance of the experimental point (Slow,Fast) the curve Slow(Fast,A,
Z) of Eq. 1 for all the possible (A,Z) values. The shortestahse between the
(Slow,Fast) point and each curve determines the apprepassignment of Z (inte-
ger) and A (real) (Fig.4.12.).

The advantages obtained with the automatic calibrationgmore may be summa-
rized in the following points.
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e The time dedicated toffiine calibration is greatly reduced.

e The use of an analytical form of the Fast-Slow correlation £8 makes it pos-
sible the extrapolation to A-regions where graphical cuésreot easy to make,
due to low statistics.
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4.3.2 LCP energy calibration

The analytical function used to fit the sampled tracks has deeved starting from
a power law relation suggested in Ref.[27] for the totallightput as a function of the
energy.
This is shown in Fig.4.13. where the signals obtained in &ipus measurement for
a "reference crystal” [22] are plotted as a function of thergy for ions identified
through aAE-E technique, exploiting a silicon detector in front of ttrgstal asAE.
Fig. 4.13 shows also the elastically scattefiedand 12 on Au targets.
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Figure 4.13: Light output as a function of the energy for p4dg, 7Li and 12C iso-
topes of a reference crystal The center of the squares pomedo elastically scattered
beams of'Li and 12 on Au targets, measured with the GARFIELD crystal of these
measurements.
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The behavior is well described as a power law, though sometiens are present
at low energies. It is easy to show that also the slow comporeambe assumed as
dependent on the fast through a power law and this is verifideig.4.13 where the
slow component is plotted against the fast in a double |tgarscale.

We have therefore used the energy calibration obtained assequence of the fit of
the light output to get energy distribution of light paréisl emitted in &2S + 8Ni
measurement at 16.4 AMeV.

The results are shown in Fig. 4.14 and the obtained distabsiare typical of a statis-
tical decay (so called maxwellians).
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Figure 4.14: Energy distributions for Z 2 isotopes (top panel) and Z 1 isotopes
(bottom panel).
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4.4 Global Experimental Observables

A basic global variable is the event charged particle mlitiily (Nc). The multi-
plicity represents the number of particles emitted in eagneand could be related to
the violence of the collision (centrality of the collisiorjrom the experimental point o
view the total detected multiplicity depends on the angatserage of the apparatus.
Another global variable that characterizes the eventsasctiarge distribution of the
reaction products i.e. the relative yield of théfdrent charges emitted in the reaction.
The charge distribution can give qualitative informationtbe reaction mechanism.
An important quantity, related to the charge of the fragragistthe sum of the detected
charges Zit), which gives information on thefigciency of the apparatus. In fact, as
the sum of the charges in the entrance channel is kKn@yn=% Zprojectiie + Zrarged,
it is interesting to study the response of the apparatus segpect to the collection
of the emitted charged particles, i.e. to the reconstructibthe event. In general,
global variables reflect thefeciency of the apparatus so that particles with an energy
lower than the detector thresholds or emitted in an anguw&arpange not in the ap-
paratus geometrical acceptance, cannot be included irotig@dered global variables
(multiplicity, total charge, etc). Another particle muydlicity can be constructed taking
into account only the intermediate mass fragments (IME) fragments with a charge
Z > 3. A further global variable that can be built in order to g&bormation on the
centrality of the collision is the transverse energy. Thidefined as the kinetic energy
calculated considering only the component of the velocdgppndicular to the beam
axis. The sharing of the incident kinetic energy of the prbies in a perpendicular
direction is frequently interpreted as an indication of tdeatrality, or dissipation, of
the collision. In fact, the more central is the collisiong thigher the transverse en-
ergy, inducing to define the transverse energy as an indioétbe loss of the entrance
channel memory. In addition, for low values, the transversergy can be considered

a linear function of the impact parameter, thus allowingrapact parameter selection.
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The total transverse energy is thus defined as

- Ntot
Exrans = sunﬁ‘f‘(ﬁz'n‘: r_ le E;sircé, (4.10)

wherep;, m, E; represent respectively the momentum, the mass and thddinet
energy of a reaction produds, the emission polar angle arnglthe beam direction.
The sum is extended to all products emitted in each event.

The total impulse along the beam axis (qz) and the velocitg@biggest fragments
(Vzbig) are other observables that are correlated with the im@aetpeter. For example
gz, in the central collisions, has values around the velafithe center of mass of the
system, while for peripheral collisions gz is approximatelose the velocity of the
beam.

To sort the measured events as a function of the centraléyadopted the method
of the “shape analysis” [36], common to other intermediatd high energy experi-
ments performed witk: 47 detectors [37, 38].

To investigate the fragment emission patterns one has td e momentum

tensor[36]:
p™ . ™

i p(n) J (Ia J = 15 25 3) (411)

Tij==2
wherep”, p” are thei — th and j - th Cartesian projections of the momentus?
of then — th fragment in the center of mass frame. The sum runs over thébaum
of charged products withZ( > 2) detected in each event. The diagonalization of this
tensor gives three eigen-valugsand three eigen-vectos. The event shape is an
oriented ellipsoid with the principal axes parallel to thgem-vectors.
The flow angleds o, is defined as the angle between the eigenvegtdor the

largest eigenvalug; and the beam axigs”
coYBiow) = €1 - Us (4.12)

In order to perform the shape analysis it is necessary teselents where a con-

siderable amount of the incoming momentum has been detetlesh the inspection
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of the correlation between the total detected charge anflaheangle will allow to

separate central and peripheral events. The flow angle eethd variable sensitive
to the the dynamics of the fragmentation process. Spedyficae emission of frag-

ments from a unique source should be on the average isotimpimmentum space
and the flow angle should have a flat distribution. Converselyeripheral reactions
the forward-backward emission of fragments from the speci&e sources should
lead to an event shape elongated along the beam axis and anfippev@eaked in the

forward direction.






Chapter 5

Data selection and HIPSE event

generator

One of the most diicult issues in the study of the heavy ions collisions aroined t
Fermi energy domain is related to the fact that this energipreis a transition region.
Indeed one has to deal with a mean-field dominated dynamigsh{itbelow the Fermi
energy) and a high-energy regime where individual nucledegrees of freedom and
associated two-bodyfiects become predominant [12].

This competition between mean-fielffexts and in-medium nucleon-nucleon interac-
tions is a long-standing problem in heavy ion reactions ladotne Fermi energy and
has led to two classes of models. The first one starts from #anrfield and extends
this latter to account perturbatively for the residual thady interaction, while in the
second class of models, the two body interaction is treatadtly and mean-field ef-
fects play a secondary role.

Intra-nuclear collision and molecular dynamics modelstheeprototypes of this sec-
ond class. For heavy-ion collisions, it has been shown tmatttansition between
mean-field and nucleon nucleon degrees of freedom is smaattbath should be
accounted for at the same time to properly reproduce expatahdata. Special atten-

tion should thus be paid to the interplay between preequulib and postequilibrium

77
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effects.

5.1 Heavy-lon Phase-Space Exploration model

The Heavy-lon Phase-Space Exploration model is a dynammodkl to account
for light as well as massive cluster emission during thetieac This model naturally
accounts for the transition between nucleonic and meaah-é#tcts. It properly con-
nects the preequilibrium stage with the deexcitation phisxeducing the important
notion of phase-space exploration during the reaction.

Let us take multifragmentation, defined as the emission ierg short time scale of
several species of atomic number larger than 2 [39] as cosdgdarother decay mech-
anisms such as the formation of heavy residues or fissionh &yghenomenon is
expected to be the ideal tool to study the transition frongaidl-like state (nuclei at
normal density) toward a gas-like state associated witlvalperization of the system.
The quest for the signals of a nuclear phase transition didhéel-gas type has led to
rather sophisticated analyses.

The experimental analysis based on nuclear calorimetrycltzsed evidence for a
liquid-gas phase transition through the study of variogsais. Some of the analyses
make extensive use of the thermal multifragmentationstesii models to prove the
existence of thermal equilibrium. There are however soneerainties in using sta-
tistical models. This is due to the lack of knowledge of dyraatefects, in particular,
of the fast early processes which could lead to the formagioequilibrated systems.
In particular, the phase space explored during the collisexpected to be sensitive
to the initial conditions of the reaction. Such a pointis@dded in microscopic trans-
port models.

These models provide a suitable framework for the desonptif nuclear collisions
at intermediate energies and are able to describe dynastieats. Unfortunately, al-
though nucleon nucleon collisions are included, one cardatdrmine if the system

has reached a complete thermal equilibrium.
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Moreover, there is not a direct link in such approaches betw&e outputs of the
simulations and the thermodynamical properties of thetegcspecies produced in
the reaction. As a consequence, these models do not givebignaously important
quantities required for statistical model calculationsr lstance, internal excitation
energies of the created fragments cannot be easily obtaireenirent microscopic cal-
culations.

The HIPSE model [40] has been developed to find a link betweertwo extreme
approaches, described above, namely the statistical agiptzased on the reduction of
the reaction to a few important parameters and the micros@gproach based on the

transport theory.

5.1.1 Main characteristics of the HIPSE model

This model consists in three main steps. In the first step,eha@pproaching
phase, the two partners (Projectile and Target) of the i@actire at maximum over-
lap. This phase is considered by solving the classical exjuat motion of the two
partners in their mutual interaction potential.

The dfficulty met in microscopic theories is that the potential gdrthe energy does
not separate from the possible internal excitation or framKinetic part in the collec-

tive space. The diculty can be removed in two limiting approximations:

¢ in the frozen density approximation, it is supposed thatdbiision is sufi-
ciently fast so that the internal degrees of freedom do neg¢ hiane to “reorga-
nize* themselves. In that case, the concept of di-nuclestesy persists even in
the limit of overlapping target and projectile densitigsthus neglects the Pauli

principle as well as the saturation properties.

¢ the adiabatic approximation limit assumes in an oppositg that internal de-

grees of freedom reorganize much faster than the colledegeees of freedom.
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In that case, the notion of two separate densities loosewetning and one
should treat instead a single entity that undergoes a trangrom large defor-

mation toward a compact shape.

For a given beam enerdyg, a classical two-body dynamics during the phase of ap-
proach of the collision is assumed. Noti¥g, a, (r = [rt —rp|) the interaction potential
between the target and the projectile, we consider the Boalassociated with the
HamiltonianEq = p?/2u + Vaa.(r),whereEq = [Ar/(Ar + Ap)]Eg is the available
energy in the center of mass whpes the relative momentum and= mymp/M is the
reduced mass withny andmp the target and projectile mass, respectively. The concept
of nuclear potential is rather unambiguously defined whernwwo nuclei are well sep-
arated. When the relevant observable is reduced to the raiigeometric information
on the two nuclei in interaction (i.e. their nuclear radiundy), the proximity potential

is used

The energy dependence of potential can be understood bydeoing the two limiting
approximations used to describe the nucleus-nucleus paltenfusion reactions: the
adiabatic and the sudden approximations (see [41]).

At very high relative energy, neglecting the influence of thaxy collisions, the inter-
nal degrees of freedom have no time to reorganize and themyss a strong memory
of the initial conditions. As the beam energy increasesirtteznal degrees of freedom
have less time to reorganize and the potential is expecté@ wharper. The possi-
ble energy dependence of the potential has been includegher@omenological way.
Hipse model use a simple approximation for the construatidhe potential. First, it

is assumed thata, o, depends omn uniquely even for small relative distances. In order
to obtain the potential far < Rr + Rp , we interpolate the potential betweer: 0 and

r = Ry — Rp using a third-order polynomial and assuming continuityled tlerivative

of the potential at each point. The value retained-atris conveniently expressed as

V(r = 0) = aaVy % (r = 0) (5.1)
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wherea, is a parameter to be fixed by comparison with experimenta.dat

V,ETF‘,;ZP is the energy of the system assuming that the two densitigedystem overlap
completely in the frozen density approximation.

The second step in the model is the partition formation phdseh corresponds to
the rearrangement of the nucleons into several clusterdiginidparticles (this rear-

rangements is hereafter called the partition) accordingp@ampact parameter of the
reaction. The partition is built following coalescenceasiin momentum and position
spaces.

The main consequence of this approximation is that the ctexiatics of the species
produced in highly fragmented collisions will exhibit kineenergy and angular dis-
tributions keeping a strong memory of the entrance channel.

The last phase is the exit channel and after-burner phasethe tdetectors: the parti-
tion is propagated taking into account explicitly reaggean efects due to the strong
nuclear and Coulomb interactions among the various spec€igse partition. Since

these latter are produced in excited states, secondaryslacataken into account by

means of an evaporation code.

5.2 Comparison with experimental data

The model described above is now compared with experimdataltaken by NU-
CLEX Collaboration at the LNL facility (see chapter 2.3).
In order to test the model is necessary to perform a first daleecson. To sort the
measured events as a function of the centrality, we adoptedkthod of the “shape
analysis” [36], common to other intermediate and high epesgperiments performed
with ~ 4z detectors [37, 38].
To do this it is necessary to select events where a consigexaipunt of the incoming
charge and momentum has been detected (most complete)events

A first selection of events is presented in Fig. 5.1. Askingt tht least 50% of
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"~ 0.2

50

Figure 5.1: Total detected charge as a function of the totagitudinal momentum
normalized to the projectile momentum f#S +°8 Ni (upper part) and?S +5* Ni
(lower part).

the total incoming parallel momentum is collected (dash®esk)) allows to keep events
with two distinct values of the total detected charge: tlghbr bump corresponds to an
average detected charge about 80% of the total charge wiee éme corresponds to the
detection of the quasi projectil& (= 16), being the quasi-target and its products non
detected because of the energy thresholds. On the left dbisteged line corresponding
to our first selection, lie events poorly detected from thepof view of the total
detected charge and total detected linear momentum. Indll®ving we analyze
events under the conditid?, > 0.5 - Ppeam

A convenient observable to address the kinematics and piodagy of the reaction

is the bidimensional correlation between the atomic nurahdrthe parallel velocity of
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all emitted fragments as displayed in Fig. 5.2. The genegalds of the experimental
data are reproduced by the simulation.

Fragments with atomic numbers close to the projectile akliddocities close to the
beam velocity as expected.

s o L by T R
R S L N R

3‘ ‘ “‘1‘ ‘ ‘5
v, (cm/ns)

Vz(cm/ns)

Figure 5.2: Three-dimensional plots (in log scalg)-Z. Left panel is for experimental
data while right panel is for simulated data. Only fragmenith atomic numbers

larger than or equal to three are included in the figure

By examining now the behaviour of the total detected chasye function of the
“flow angle” (see section 4.4), corresponding téfelient sphericity of the events, we
observe [ panel a) of Fig. 5.3] that peripheral events keeprang memory of the
entrance channel and are therefore restricted to low valligne flow angle and a total
detected charge close to the projectile charge. The averalgemetric energy for
these eventsis 1.5 AMeV.

Higher values of the total charge are distributed over thelezhange 0By, With
nearly constant statistics, which implies a nearly flatristion of cog6s0w), as ex-
pected for spherical events.

Hereafter we will define ™central” events with the condit of a total detected
chargezZ,,; > 70%- Zs.n;, and "peripheral” events by, < 25 andds oy < 4C°.
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Figure 5.3: Total detected charge and charge of the largaginent as a function of
the cosinus of the flow angle fo¢S +% Ni under the conditionP,/Pbeam> 0.5.
Upper part (panels a), b)): all events. Lower part (paneld)x)events with at least
three detected IMF’s.

A first glimpse on the topology of the events can be inferremmfrpanel b) of
Fig. 5.3, which displays the correlation between the flowlaagd the heaviest cluster
measured in each event. We can see thatdgy < 30° the largest cluster has a charge
close to the total charge, as expected from an evaporatsiiue For increasingow,
we observe a decrease of the size of the largest fragment.
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The lower part of Fig. 5.3 shows that the evaporation phemameoexists with
multifragmentation for the most dissipative collisionsacdcterized by values of the
“flow angle” larger than about 6037]: a non-negligible fraction of well measured
events corresponds to nearly equal-size 3-fragmefts (3) events. The average
calorimetric excitation energy for the events with,, > 60° is 3 A MeV, very close
to the total centre of mass available energy. Calculati@m®pmed for our reactions
with the dynamical code Hipse[40] confirm (Fig. 5.4) that 8weting of events in
intervals offs,,, correspond to a classification in terms of impact paramdtes,to the

monotonic relationship between these two quantities.
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Figure 5.4: Simulated data. Total detected charge and el@rthe largest fragment
as a function of the cosinus of the flow angle 8 +% Ni.

Some three fragment events are also associated to petigheaay collisions,
where the deposited energy does not allow to overcome théfragimentation thresh-
old. The fact that the distribution of the largest fragmennot sensitively fiected
by the IMF multiplicity indicates that fragments emitted the target, possibly in a
dynamical neck-like rupture, are detected sometimes bhegetith the quasi-projectile
source[42].






Chapter 6

Data analysis

6.1 Charge distribution and odd-even #fects

In the previous chapter we have divided the events into twesds: central and
pheripheral events. In the first case the evaporation phenomcoexists with mul-
tifragmentation for the most dissipative collisions; tiveiage calorimetric excitation
energy for the events witby,,, < 60° (see section 4.4) is 3 A MeV.

The peripheral events keep a strong memory of the entraraoeethand are therefore
restricted to low value of théy,, angle and a total detected charge close to the projec-

tile charge. The average calorimetric energy for thesetsveri.5 A MeV.

Figure 6.1 shows the charge distributions measured fomibeeactions in periph-
eral (right part) and central (left part) events. The supsiyon of the two peripheral
data sets corresponding to théfdient target§83Ni and 64Ni shows that our selection
on peripheral events idfective in isolating the contribution of the quasi-projéstia
different behavior is observed in central collision, where tharge distribution does
not scale with the size of the system and a clear isospattcan be seen: the source
with the higher MZ ratio (open symbols) leads to a more prominent U-shapegehar
distribution. This can be intuitively understood considgrthat a high ) ratio of the

87



88

data analysis

Figure 6.1: Elemental fragment £2) distribution for3?S +°8 Ni (full symbols) and
325 + 64" (open symbols). Left: all central events, without selattim the multiplic-
ity. Middle: central events with at least three IMFX2) detected. Right: peripheral
collisions.

source favors the production of large clusters, since sudtars are in average more
neutron rich. Therefore partitions consisting of a largavyeresidue dominate. When
the NZ ratio is low (full symbols), the probability for a large dter to survive is small

and the system can decay into IMFs, which are typically sytnoma N/Z.

6.1.1 Staggering

Odd-even fects have been studied since a long time and never quarglatin-
derstood. The odd-even anomaly was reported in the litexdlb, 43] to be more

pronounced in reactions involving Ni projectile and tasg@h particular in n-poor sys-
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tems, while in experiments involving Ca projectile and &ggit was not observed up
to the advent of experimental devices with very good acquod -identification [44].

As far as staggering is concerned, we can see that for bottioaa a well pro-
nounced odd-evenflect is seen in the charge distribution of peripheral cahsi,
while almost no staggering is apparent neither in the IMRdyfeoming mainly from
fusion-multifragmentation) nor in the residue region (¢ogirom fusion-evaporation)
for central collisions, where only the extra-productiorC#rbon fragments is evident.
This behavior has already been observed in many other oasctt low and inter-
mediate incident energies, for central collisions [46, 48, 49]. In almost all the
experiments quoted in Ref.s [45, 43] the experimental saswpbrrespond mostly to
peripheral collisions or to fission-fragment charge dmttions. To our knowledge, no
staggering has been directly observed in charge distabsfior carefully selected cen-
tral collisions. Evidence of the staggering in central isains comes out by looking
at the ratio of the charge distribution of the neutron-p@aation by the neutron-rich
one [47]. In this way, however, the absolute value of the exeh staggering for each
reaction is lost.

The diference between central and peripheral collisions indscHtat the most
important variable governing the staggering is either 8wapic ratio of the evapo-
rating source, which is sensibly more neutron rich for theefii sources than for the
quasi-projectile, or the excitation energy, which cor@sgs to 3 A.MeV in average in
the central sample and less than half of this value for thgpberal sample, which can
produce fragments with affierent mechanism. To clarify these ipotheses, we build the
fragment charge distribution for events out of the cenwahple, characterized by only
two detected fragments and a sntglj),, range & 30°). In agreement with other exper-
imental results [50, 51] the even-odd staggering is appaséghtly more pronounced
in the neutron-poor reaction (see Fig. 6.2). To deeply iosfee yield oscillations in

peripheral and central events, we calculated the ratio@&temental charge distribu-
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Figure 6.2: Elemental fragmer & 3) distribution of the lightest fragment for central
events with fragment multiplicity equal to 32S +58 Ni (left) and®2S +%* Ni (right).
Lines are drawn to guide the eye.

tions by the smoothed ones, obtained by a parabolic smaptiiis consecutive points
of Fig. 6.1. By looking at Fig. 6.3 it is evident that the staggg is present also in

central collisions with amplitudes similar to the peripllesnes. Some fierences are

apparent in this representation: the extra-productiomefG@arbon with respect to os-
cillations of neighboring charges is larger in central sadins and the amplitude of the
ratios decreases for increasing fragment charge, fegrdince with peripheral events,
where it remains almost constant.

In both cases the fierent isospin of the entrance channel plays a minor role, en-
forcing the idea that a ffierent kind of decay is the origin of the observed fragments.
A possible way of discriminating between these two hypathesuld be to an-
alyze data in excitation energy bins, but the statisticshef present data-set is not

suficient. However we will have insights on this issue from mazidtulations in the
next chapter.
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Figure 6.3: Top panels: Ratio of the elemental fragm&nt () distribution of Fig.6.1
for 32S +58 Ni (full symbols connected by dashed lines) &8l +%* Ni (open symbols
connected by full lines) by the smoothed distributions. ti eentral events. Right:
peripheral collisions. Lines are drawn to guide the eye.

Before coming to more complex analyses, let us look at somlemnary observa-
tions on the behavior of staggering. The elemental didfiobus displayed in dferent
isotopic chains in Fig. 6.4.

A clear odd-evenfgect is only apparent in the cabe= Z andN = Z — 1, where
some odd-even fluctuations appear superposed to a glohdlwhkich is largely de-
termined by the non-monotonic behavior of the inclusive srdistribution, as shown
in Fig. 6.1. To disentangle the twdfects and better evidence the isotopic behavior,
it may be useful to normalize the measured yield of each p®oto the total detected
yield for the considered element. This normalized distitiy defined as:

is presented in the left panels of Fig. 6.5 for the two rearsio

(6.1)
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Figure 6.4: Elemental distribution of IMFs S +°8 Ni (left) and®2S +5* Ni (right)
for peripheral collisions corresponding tdieirent isotopic chains.

The behavior of theN = Z yields is not modified by this procedure, while odd-
even défects appear more clearly for the other isotopic chains,dbatspond to lower
cross sections and are therefore mofie@ed by the U-shape of the inclusive size
distribution.

As proposed by Ricciardi et al.[43], the observed trend ialitatively compared
to the behavior of the lowest particle emission thresho#d, the lowest between the
proton and neutron separation energies of the final daughiteeus. In agreement
with FRS data, the behavior of the isotopic distributionquslitatively similar to the
behavior of the lowest separation energy, suggesting bigalaist (neutron or proton)
evaporation step is indeed at the origin of the observedystaty. An exception is
given by theN = Z + 2 isotopic chain, which shows an inverse staggering withees
to the interpretation based on separation energies.

This interpretation moreover requires that the last evafpom step is completely
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Figure 6.5: Normalized distribution of IMFs féfS+°8Ni (full symbols) and?S+%Ni
(open symbols) for peripheral collisions correspondindifferent isotopic chains. For
each reaction, the panels on the right show the correspgidihavior of the fragment

lowest nucleon emission threshold (see text).

dominated by the competition between proton and neutrossar. This is clearly
not the case for th&Beyield, which has been reconstructed througha correlations,
and the same may be true for other isotopes. To have a moralgl@w of the issue,
Fig. 6.6 displays the Q-values for neutron, proton and aldazay for the dterent

isotopic chains.

From this figure we can see that the lowest Q-value forNhe Z chain always
corresponds ta-decay (with the only exception fN), and this quantity does not
show any oscillating trend as a functiondfor all the other considered isotopes. The
position of the first particle-unstable excited level of gegent nucleus is also shown

in Fig. 6.6, and nicely coincides with the lowest Q-value.

Looking at the position of the first excited level f&f = Z + 1 nuclei we can
formulate another interesting consideration: in this cagenZ nuclei in their first
excited level decay by emission, and the corresponding daughter are &/éh= Z

isotopes, while od& nuclei decay mainly by emission (with the exception 8fN),
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Figure 6.6: Comparison of the energy of the lowest unstahte ¢thick lines) decaying
in a given daughter isotope, with the Q-value for alpha ddoagn squares) and the

neutron §,) and proton §,) separation energies
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corresponding to daughters with oddand of the sam& = Z + 1 class. Moreover,
since the first excited level for evehnuclei lies at a lower energy with respect to the
first level of oddZ ones, we could say that ev@&mauclei are produced in their excited
levels with a higher probability. Being the decay from thesdl decided in a quasi-
deterministic way by energy thresholds, the higher prdiigiior the excitation of the
first level in°Be, 13C and!’O as parent nuclei translates into an increased yields for

8Be 12C and!®O daughter, which is seen in the data.

In the case oN = Z + 2 parent nuclei the energy position of the first excited level
follows exactly the trend afin(Sn' S p), and, with the exception of £8all the levels
are unstable against n-emission. This means that, congidearent nuclei of the type
N = Z+ 2, their daughters would be &l = Z + 1 nuclei. Moreover, since the levels of
even-Z nuclei lie higher in energy with respect to the oddrésy we expect an increase
in the yield of odd-ZN = Z + 1 nuclei, which is seen in the data. As farMs- Z + 2
daughter nuclei in the final yields are concerned, the im&gbion of Fig. 6.6 is not
so straightforward. Nuclei of this kind could come for insta from the proton decay
of N = Z + 1 nuclei with excitation energies higher than the one cpwading to the
first excited state. In this case the proton separation @gfgrN = Z + 1 show an
oscillation coherent with the oscillation of the measuked Z + 2 yields, under the
hypothesis of a lower probability for an excitation at anfegenergy. BuN = Z + 2
nuclei could also come from thedecay of nuclei of the sant¢ = Z + 2 class: in this
case no oscillating trend is observed for the Q-valuenfalecay, but the alpha-decay
threshold for Z= 6 is higher than the one for the neighbouring nuclei, sugggsin
underproduction of Z 6 nuclei of the clasdl = Z+ 2. The same holds if we consider

N = Z + 2 nuclei as daughter of the neutron decayot Z + 3 parents.

Finally, the caséN = Z — 1 of Fig. 6.6 shows that the lowest Q-value for the first
particle-unstable excited level of parent nuclei corregisatoa-decay, with the excep-
tions of 13N and 0, which decay by emission of a proton and a daughter fragment

with N = Z, increasing the yield dN = Z nuclei, observed in the data.

Concluding, the presence of staggering in the final measgietdls can be linked
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to the population of the parent nuclei at the previous stéplseodecay chain and can
not be fully explained by the behavior of the lowest partefeission threshold of the
final daughter nuclei. This is the reason why we propose wystorrelation functions
of isotopically resolved pairs, which allows us, at leassame selected cases, to re-

construct the primary yields of decaying nuclei.

To clarify the situation, it would be highly desirable to wnstand how during
the evaporation chain staggerinffexts are generated, and in particular if they are
already present at finite temperature, i.e. is at the lastha evaporation step. In
order to gather model independent experimental inforrmatio the relative isotopic
population at finite excitation energy, we will extract irethext section the excited

states population through correlation functions.

6.2 Particle Correlations

Intensity interferometry via particle correlations wasfistudied in astrophysics
[52]. This idea has later been generalized to correlatiomaiclear physics involving
various types of particles. The early example such as psptoton [53] correlations
involve identical fermions. These have been widely usedstodying the properties
of the sources of particles emitted in heavy ion reactiondgs8quently, non-identical
particle correlations such as d-alpha correlations andetairons involving heavier
fragments (up to Carbon) have also been studied; theseesthdve provided insight
regarding the freeze-out conditions for multifragmerdagrocesses where the nuclear
interaction vanishes [54, 55] and have contributed to datex the populations of ex-
cited states of emitted fragments [56)].

In this section we propose a back-tracing technique basexwalation functions of
the relative kinetic energy of isotope pairs, to addresspitodlem of quantitatively
understanding odd-eveiffects and hopefully gather information on pairing and sym-

metry properties of the nuclear level density.
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If we concentrate on light nuclei (IMF), their discrete spem is typically so much
extended that the last evaportion step takes place typitralin a discrete resonance,
which can at least in principle be recognized as a peak inaivelkinetic energy
two-body correlation function. Because of the limited istats, we analyze periph-
eral events as a whole, which corresponds to a distributfcgoorces in A and E*.
To really reconstruct the last-but-one evaporation stepsiould have measured also
n-IMF correlations functions, out this is not possible witesent apparatus in this
energy range. Because of these problems, we cannot extractitgtive information
on the temperature dependence of the pairing. However onexggerimentally assess
how much the yield of fragments which are dominated by a lastgpevaporation step
is influenced by this last decay. This will give us importarformation on how much
important is this last step in the production of the odd-esféect.

The correlation functions are interpreted within the KaeefRiratt formalism [53] and

within the assumption of thermal equilibrium.

6.2.1 Koonin-Pratt Formalism and Equilibrium Correlation Ap-

proximation

Experimentally the two particle correlation function mag/ defined as follows,

D Ya2(PL 2) = C(1+ R@) ) [Va(P)Ya(2)] (6.2)

whereYi, is the two particle coincidence yield of a given pair of peldas with their
individual moment&; andp;, respectively, and thé(p;) are the single particle yields
for the two particles not measured in the same event. The suimns on both sides
of the equation run over pairs of momeniaandp; corresponding to the same bin in
relative momentunqj.

The correlation function describes how the correlatiowleein coincidence particles
measured in the same evenffdrs from the underlying correlation dictated largely by
phase space and modelled by mixing the single particlalligtons of particles from

two different events (the so-called event-mixed yield). The cati@h constant C is



98

data analysis

typically chosen to ensure thigfq) = O at large relative energies where the correlations
due to final state interactions and quantum statistics caregkected.
If the summation in Eq. 6.2 does not involve strong constsamm the emission angles
of particles 1 and 2, the appropriate comparison is to théeamepraged Koonin-Pratt
equation [53]

C@=1+R() =1+ 47rfdrr2K(q, NS(r) (6.3)

where the source function S(r) is defined as the probabilgyridution for emitting a
pair of particles with relative distance r at the time whea $lecond particle is emitted.
The angle-averaged kernel, K(q, r), is obtained from theatgghrt of the antisym-

metrized two-proton relative wave function as follows [57]
K(g,r) = [@g(r)P* - 1 (6.4)

where the wave functio®,(r) describes the propagation of the pair from a separation r
out to the detector at infinity, where relative momentum eeeched. Correlation func-
tions have been analyzed using Eg. 6.3 for a variety of caticeis involving hydrogen
and helium isotopes [58]. One of the factors limiting thee@sion of the Koonin-Pratt
equation to heavier particles is the care needed to conshedlernel K(q,r). Essen-
tially, one must search for a set of attractive nuclear pidésthat can reproduce the
experimental phase shifts. Right now, we have only the rsacggotentials for the
p-p and de correlation functions. To rapidly extend the correlationdtion to heavier
particles and to facilitate the comparison to statisticatlels, we use here a formalism
for calculating the correlation function within equililormn theory [60].

The starting point for this development is the consideratibelements needed for the
equilibrium description. First, one needs to have a compathod for incorporating
both the long range Coulomb and short range nuclear interet Second, one must
address the volume that is occupied by other particles. Wes#hto address the sec-
ond issue by invoking the excluded volume approximationis Bssentially amounts
to counting as particles only those that are isolated, agole@ that is consistent with

most of the equilibrium multifragmentation approaches|[Fquilibrium correlation
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function expressions are derived by considering how theparicle phase space is
modified by interactions. For simplicity, we consider thmplified geometry where
the center of mass of the pair of spinless particles withgésif, andZ; is at the cen-
ter of a volume V . To calculate how the phase space of relatioton is modified by
the Coulomb interaction, we follow semi-classical theotyieh states that the phase
space density is given as a function of the relative spatiphstionr and relative

momentumd by
dn 1

#Pdig,  h°

whered, is the local momentum given in terms of g, the reduced mas$1,M,/(M+

(6.5)

M,) and the Coulomb potential by:

q = /qz _ ﬂ (6.6)

Re-expressing Eq. 6.5 in terms of the momenfdnat large distances where the

Coulomb interaction can be neglected, we have

dn dn d®q. 1 2uZ1Z,€
3_>—|Coulomb: o =13 1- -2
d rd3aL d rd3aL daa h rq

If the above equation is integrated over a volume V and diviofethe corresponding

(6.7)

integral of the relative phase space density of two freeigag, dn/d®q = V/h3, an
expression for the Coulomb correlation functios R-,, may be obtained as follows,

1 2uZy Z,€
L+ Reau@ = [ ofry[1- 22222 68)

One begins by imagining that two interacting particles dee@d in a spherical con-
tainer centered about their common center of mass. The ppate boundary condi-
tion assumes the wavefunction of relative motion vanislaintpe container walls. In

the asymptotic region, the radial wavefunction is of therfor

¥ o sin[qr/h — nin(2qr/h) — Ix/2 + 6,(Q)] Y,

T ’ (6.9)
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The boundary condition therefore requigggs—nin(2qr/#)—17/2+6,(q) = mr, where
n = Z1Z,€%/hv is the Coulomb parameter. Separating the phase shift intho@do o
and strong interactiof; components, the density of states is

- @+ g -2 Y@ {F +—[77|n(2qR/h)+m(CI)]}

|
+= Z(2| + 1){d—q} (6.10)

In Eq. 6.10, the first term represents the density of statatéypure Coulomb problem
and the second term is the density of states due to the singgrgction. Since the first
term is dfficult and unwieldy to use, one can use the semiclassical &siprein Eq.

6.8 or some similar shape for the Coulomb density of stateswil use the second
term for the strong interactionffects. Taking the spin of the particles and resonances
into account, the two particle phase space of relative mdiecomes

dn12 (281 + 1)(282 + 1) Vf f 3 2/_1212292 1
el 3 A 4 [1- 7t P 2 Z(2| 1) (6 11)

whereV; and V are the free (unoccupied) and total (includlng ocalipi®lumes of

the system, respectively. Given this relationship, theatation function as a function

of relative momentum becomes

1 f 2uZ17,€
:l-"'R(q)::I-"'RCOUI(q)"'RnucI(Q):_‘f‘d3_r> 1_%

+ 6.12
472g°2V¢ (281 +1)(252+1) 5 Z( ( )
and as a function of relative energ@y, becomes

1 Z1Z,€

1+ R(Erel) =1+ RCouI(Erel) + Rnucl(EreI) =5 fd3? 1- 172
\ \Y Erel
3
n 1) (6.13)

+ .
472V (2S; + 1)(2S, + 1)u /2uE e ; dEreI
To extend correlation function analyses to heavier pagiele can at the present time
only apply the equilibrium correlation approximation. $rapproximation is equiv-

alent in many respects to the Koonin-Pratt formalism. Thegral of the first term
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in Eq. (6.12) over the distribution of relative separatidoisthe two decay products
within the source displays a minimum at small relative eperghose width depends
on the source size. The detailed distribution over the souotume may depend on
particle type. If these distributions are not at the focustdrest, it is more straight-

forward to parameterize this background contribution byarpirical expression
1+ Reou =1 - exg—(Erer/Ec)"] (6.14)

which vanishes at zero relative energy and reaches uniyrge Irelative energy. We
will use this expression in the following analysis. When tiegivative of the nuclear
phase shift is given in a Breit-Wigner form

dd, I/2

dq ~ (Erei — E[)2 +T7/4

the nuclear correlation function in Eqg. 6.12 becomes

(B.R) (6.15)

h3
ucl Ere = —Erel/Tett
Rouc(Erer) A7V (2S1 + 1)(2S, + L)u */ZHEre|e X
1 | r/2
L@+ Ve BR) (619)

whereS; andS; are the spins of the considered particjess their reduced mas¥y is
the freeze-out volume of the systemy is the dfective temperature}, E, T are the
spin, excitation energy, width of the leveB.R. is the branching ratio for decay to the
measured channel. Examples of typical correlation funstiand resulting fits via Eq.
6.16 are shown in Figs. 6.7 and 6.8. In d-alpha correlatioction, we can see clearly,
in the relative energy spectra, the peaks related to theneeme states dlLi: the 3
state at 2.186 MeVH,¢ + Quaie) @and the 2 state at 4.31 MeV. Also shown by the solid
line in the figure is Coulomb correlation function calcuthtey Eq. 6.14. In the case of
the alpha-alpha correlation as shown in Figure 6.8, thergtatate 0 of 8Beand its
first excited state 2at 3.04 MeV are illustrated. In this example the identicatipke
effect is observed. That is, the phase space of the two idepiecttles is reduced by
a factor 2 and consequently the resonance correl&®ignbecomes twice as large as
in Eq. 6.16.
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Figure 6.7: Relative kinetic energy correlation functisgrfibols) ofa — d pairs, mea-
sured in peripheralS +°8 Ni collisions and fit through Eq.6.16 (line).
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Figure 6.8: Relative kinetic energy correlation functi@yrfibols) ofa—pairs, mea-

sured in peripheralS +°8 Ni collisions and fit through Eq.6.16 (line).
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6.3 Hificiency of the apparatus for the measured corre-

lation functions

Since we would like to recover information on the yields oé{ragments, we
have calculated theficiency of the employed apparatus for the measured cowelati
functions, following the procedure of Ref.s [56, 61]. THBaency function of the ap-
paratus for the decay of “warm™ fragments in the observidmnels was determined
by Monte Carlo calculations, taking into account the geaynet the detectors, the
energy resolution, energy thresholds and the granulafitlyeotelescopes. The energy
spectra and the angular distribution of excited parent® lthg same shape as those
observed for stable fragments. For parent nuclei with plartunstable ground state
energy distribution of neighboring stable nuclei were uechlculate the boost in the
laboratory frame for the produced pair of daughters.

The decay of parent nucleus is isotropic in its rest framey @re angular range cov-
ered by the forward detecto? £ 5.3°—17.5°), where detected particles and fragments
are isotopically resolved, was considered f@itogency calculations. The integral ef-
ficiency for each decay channel was defined [56] as the rativdsn the yield of
detected pairs and the number of generated pairs for eadalf batative energy.

For a generated flat distribution of excitation energy of plaeent nucleus (flat dis-
tribution of relative energy of the daughter particles) thegral dficiency shows an
increasing trend in the first MeV of relative energy, stagtirom O at O relative energy,
80% below 0.5 MeV. From about 1 MeV of relative energy it rensagonstant at about
90%, similarly to the case of other experimental device$ \sjiherical arrangement
of the detectors [62] around the beam axis. The redudciency at small relative
energies is due to the finite granularity and the rejectiodaible hits in the same
telescope. At high relative energies thiiaency results smaller when pairs of light
particles or fragments are considered, as for instgmee®* He and®7Li, while the
kinematics favors an highefteciency in the case one of the two partners is heavier, as

for instance 88e B or C.
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Figure 6.9: Integral #ciency (top panel) and percentual deviation (bottom panel)
between the generated and detected relative energy asteofuatthe relative energy
of detected particles for all the measured correlation tions.

To give some specific examples, the integféiteency factors are found to be 79%
and 95% for théBg, s and the 3.04 MeV excited state, respectively. In the caseeof t
first excited state ofLi (2.186 MeV excitation energy) the integrdfieiency resulted
88%.

The distortions of the widths of excited states, due to thigefiopening angles of the
individual telescopes, to the limited granularity of thggermental device and to low
energy cuts in the relative kinetic energy distribution veaaluated by comparing the
generated and filtered relative energy spectra. We showerbtiitom panel of Fig.
6.9 the percent deviation between the relative energiesrdeind after the filtering
procedure.

We have also considered specific cases and we have evalbatewdifications of the
rms of the relative energy distribution. For the 3.04 MeVited state ofBeit resulted
a detected rms of 0.97 MeV to be compared with the rms of thergéed distribution
of 0.75 MeV. Much larger is the deformation of tﬁBeg,S emission, with a detected
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rms of 0.29 MeV instead of the generated1®* MeV. In the case of the first excited
state ofLi the rms after the filter is 0.19 MeV instead of the unfiltere@ilOVieV, again
similarly to other experimental devices [62].

Following this Monte-Carlo simulation, the tabulated lewsdths in Eq.(6.16) were
increased to account for the estimatdiioeencies. The Coulomb background parame-
tersEc anda of Eq. 6.14 are free parameters of the fit. The same is truéénticlear
parameterd/s andTe¢¢ of EQ. 6.16, which would represent a physical volume and a
physical temperature only in the idealized situation of@k decay step of a perfectly

equilibrated source in the absence of any collective flonexperimental deformation.

6.4 Primary fragments

Examples of typical correlation functions and resulting fita Eq. 6.16 are shown
in the top panels of Figs. 6.11, 6.10. We also show in Fig. 6hE2correlation
function for thea — a pairs, emitted by the unstatiBe Primary yields are calculated
by multiplying the nuclear contributioR,,. (Eq. 6.16) of the correlation function
for the uncorrelated yieldY;(p1)Y2(p2) of Eg. 6.2. The experimentally reconstructed
primary population is shown with open symbols for some getkauclei in the bottom
panels of Fig.s 6.11 and 6.12, together with the contrilmstioom the diferent parent
excited levels entering in Eq. 6.16, shown as lines. Thée pstaary population of a
given isotope at the last-but-one evaporation 3t Z) is calculated by integrating
over the relative energy the primary yields given by the daotpart of Figs. 6.11 and
6.12.

The primary yields obtained through this procedure for thstableé?Be have been
already reported in Fig. 6.4. Interesting enough, sometestdevels which energeti-
cally lie above the lowest threshold for particle emissiothe daughter nucleus con-
tribute to the data. To give an example, most of the corrdlgteld associated to the
a +° Li correlation function presented in Fig. 6.10 is associatezktited levels of°B
aroundE* = 6.6, lying about 300 keV above the threshold for theédecay inf*He +d
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Figure 6.10: Upper part: representative relative kinetiergy correlation functions
(symbols) of diferent isotopes measured in periphe¥8 +°8 Ni collisions and fit
through Eqg.6.16 (line). The obtained background is alsacatdd together with its
uncertainty. Lower part: experimental population of prignparents (open symbols)
and their excited states (thin lines) together with themdthick line). From left to
right: d — a correlations and corresponding excited state¥.ofa -8 Li correlations

and corresponding excited states 4.
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Figure 6.11: Upper part: representative relative kinetiergy correlation functions

(symbols) ofp -3 C pair measured in peripher&S +°8 Ni collisions and fit through

Eq.6.16 (line). The obtained background is also indicatgéther with its uncertainty.

Lower part: experimental population of primary parentsgogymbols) and their ex-

cited states (thin lines) together with their sum (thiclehin
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Figure 6.12: Upper part: relative kinetic energy corr@atifunction (symbols) of
a—pairs, measured in peripher&lS +°8 Ni collisions and fit through Eq.6.16 (line).
The obtained background is also indicated together withntsertainty. A more de-
tailed view of the correlation function around 3 MeV is showrthe insert. Lower
part: experimental population of ti@e parent (open symbols) and its excited states

(thin lines) together with their sum (thick line).
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and below the separation energy for the neutron emissiothferdaughter nucleus,
which potentially can decay vii— o emission. Since thtHe -+ d correlation function
(shown in Fig. 6.10) was measured, it should be interesbnghiis case to perform a
3-body decay correlatiom+ « +d to calculate the amount of primary fragments before
their last step of the decay.

However, due to the limited statistics associated to thgperal sample, we can
not perform 3-body correlations nor show other cases ofestsige decays.

To show however that the +° Li is is not a single case of possible successive
decays, we analyzed the whole sample, obtained for thetddtegents without any
selection on the collision mechanism. In Fig. 6.13 we shasvabrrelation function
p +12 C, already shown in Fig. 6.11 for peripheral events, just tovsthat an higher
statistics allows to explore an higher range of excitatioargy of the parent nuclei.

We show also th@ +7 Li correlation function, corresponding to the decayBE .
The excitation energy of the parete’ overcomes of about 2 MeV, with non neg-
ligible yield, the threshold forr + T-emission of Li*, which is below the separation
energy for neutron emission. Also the correlation functionT + « is measurable,
and itis shown in Fig.s 6.13,6.14.

These examples show that the emission is not necessaridgiatsd to the lowest
threshold, but it depends in a more complicated way on thetyi®f the evaporation
chain.

Coming back to peripheral collisions, theférent primary nuclei reconstructed via
Eq. 6.16, their probability and average excitation enemgyshown in Fig. 6.15. The
probability of warm™ fragments of charg& has been defined as:

2aY(A2Z)

PlZen) = 5 VoA 2)

(6.17)

whereY(A, Z) represents the yield of a primary fragment (A,Z) as exgddtom cor-
relation functions and Eg. 6.16. The denominator of Eq. &lgiven by the sum of
the correlated yields of Eq. 6.2 over all the isotope paithwum of charges equal to
Z.
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Figure 6.13: Upper part: relative kinetic energy corraatfunctions (symbols) of dif-
ferent isotopes measured in the whole sampl&®f+°8 Ni collisions and fit through
Eq. 6.16 (line). The obtained background is also indicategether with its uncer-
tainty. Lower part: extracted population of theffdrent parent excited states (thin
lines) together with their sum (thick line). From left to hig p -3 C correlations and
corresponding excited states YN, p -’ Li correlations and corresponding excited

states ofBe



6.4 Primary fragments 111

1+R

OO0
OhbkOB= oD

Bl

1 L1l | L1 I\Il\ll‘ll
16 1|2 1|4 16 18
Erel (Mev)

(o]

"
e
"
wb

Yield primary

o
a5
Q
o
R

o O
1 WY W e o A
0 2 4 6 8 1012 14 16 18
Erel(MeV)

Figure 6.14: Upper part: relative kinetic energy corraatfunctions (symbols) of
T — « pairs measured in the whole sample’#8 +°8 Ni collisions and fit through Eq.
6.16 (line). The obtained background is also indicated ttugrewith its uncertainty.
Lower part: extracted population of the paref8¢) excited states (thin lines) together

with their sum (thick line).
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Figure 6.15: Upper part: isotopes reconstructed (in attleas of their lowest lying

particle unstable excited states) by the correlation fonctechnique in the two data
sets. Lower part: extracted population of thé&elient primary fragments (left) and

their average excitation energy (right) for the periphé&tal+°8 Ni (full symbols) and

3235 164 Ni (circles) data set.
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The reconstructed "warm” yields keep on showing the staggemeaning that the
evaporation chain plays a role, at least for the light fragte@xamined. Particularly
striking is the fact that this staggering shows an opposéed with respect to the
experimental asymptotic distributions shown in Figs. 6.2,and 6.3.

Dashed $S +%8 Ni) and continuous3S +°* Ni) lines of Fig. 6.15 represent the
yields given from tabulated levels, shown in the bottom pgoéFig. 6.11. The dis-
tance between symbols and lines, for each reaction, cartérpiated as a measure of
the background present in the data. In Fig. 6.11 indeed soeasuned yields at the
highest values of the relative energy do not correspondiadased levels and therefore
they can not be fitted by Eq. 6.16.

In Fig. 6.16 we show the reconstructed "warm” yields befaop (panel) and after
(bottom panel) the integratigciency correction for the measured correlation functions.
Since the integralféiciency resulted quite high, as shown in Fig. 6.9, these cbams
do not change the oscillating behavior observed in theldeftom panel of Fig. 6.15.

A limitation of our analysis is the systematic absence otrgudecaying states in
our reconstruction of excited levels, due to the lack of rutietection. One may then
wonder if this systematic lack may be at the origin of the mseestaggering displayed
in Fig. 6.15. To answer this question, from the same tabled w3 fit the measured
correlation functions (Ref.s [63, 64]), we define the eletakyield for discrete levels
decaying only by neutron emission (open symbols and dasheaf Fig. 6.17) and

for levels decaying either by charged particle or neutroission (stars, dotted line).

Z+2

(@)= ), (2% +1)exptE Ter) (6.18)

N=zZ-1 i
The first sum of eq. 6.18 covers the isotopic range corredpgrid a non negligible
measured yield for the gived in the IMF range 3< Z < 8; the second sum runs
over the known discrete levels of the given isotope of endtgynd spinJ; which
decay only by neutron emission or also by charged particiegon. T+ is a temper-
ature parameter which we have takenlas = 2.5 MeV, coherent with the measured

excitation energy of the peripheral sample, assuming d te#msity parameter about
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Figure 6.16: Upper part: population of thetérent primary fragments (already shown
in the left-bottom panel of Fig. 6.15). Lower part: poputettiof the diferent primary
fragments corrected for the integrdtieiency of each correlation function. Data for
peripheral data fot?S +%8 Ni reaction are drawn as full symbols, connected by dashed
lines. Data for peripherafS +% Ni reaction are drawn as circles, connected by full
lines.
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a = A/6 and in agreement with the average temperature measuraceftoited states

thermometers for this same sample. In both calculationg/sho Fig. 6.17, for all
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Figure 6.17: (Color online) Elemental yields (eq. 6.18)nfraliscrete levels decay-
ing only by neutron emission (open symbols, dashed lineyaharged particle and

neutron emission (stars,dotted line).

values of the charge of the warm parent nucleus, the samgestag observed for
reconstructed primary fragments (Fig. 6.15) is preserdjragpposite to the trend of
measured cold isotopes of Fig. 6.5.

In addition a smaller contribution of neutron decaying levfer even parents with
respect to the odd ones is apparent in Fig. 6.17, indicatiagthe trend of the experi-
mental distribution at the last-but-one evaporation sfefig. 6.15 is not qualitatively
deformed by the lack of neutron detection.

We conclude that the origin of the staggering has to be sedrfdr in the evapo-

ration chain, and cannot be attributed to the pairifigat of nuclear masses alone.






Chapter 7

Data comparison with GEMINI model

Further insights on odd-everffects might be gained from statistical model calcu-
lations. Because of the limited excitation energy, ourgegral sample can be rea-
sonably described as a standard Hauser-Feshbach or Waigskaporation from an
excited source of mass and charge close to the projectithi§case we can use GEM-
INI model for simulate our data). GEMINI [65] is a Monte Cadode which follows
the decay of a compound nucleus by a series of sequentialyldpeaays, therefore the

model cannot well reproduce a simultaneous fragmentafieormpound nucleus.

7.1 GEMINI

The first version of the statistical-model code GEMINI wagtten in 1986 to
address complex-fragment emission in fusion reactionglifiéred from most other
statistical-modes codes at the time since it allowed noy tight-particle evapora-
tion and symmetric fission, but all possible binary-decaydeso GEMINI is a Monte
Carlo code which follows the decay of a compound nucleus bsries of sequential
binary decays until such decays are impossible due to ememgervation. As GEM-
INI was written to compare data from heavy-ion induced fagieactions, theféects
of large angular momenta were explicitly treated. For tlei@son the dichotomy be-

tween light-particle evaporation and other binary decags still maintained. The best

117
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way of treating light-particle evaporation at high angutesmentum is via the Hauser-
Feshbach formalism [66] . For heavy systems, GEMINI simoiet generally over-
predict the width of the fission mass and charge distribstiohlithough this may be
a failure of the asymmetric fission barriers used in the datens, it probably means
a failure of the underlying model. Indeed the used formali6ij predicts the mass-
asymmetry distributions along the ridge of conditional dladpoints. However, the
final mass of the fission fragments is not frozen until thessorspoint is reached. For
light nuclei, the saddle and scission points are almostrigée so substantial modifi-
cation during the saddle-to-scission motion is expectdzetemall. On the other hand
for heavy systems, the saddle and scission configurati@nglate diferent. Specifi-
cally for very heavy systems, the saddle point can no longeagproximated by two
nascent fragments connected by a neck. The neck disappehtheasaddle point is
a deformed mononucleus making impossible to even defineyanmastry degree of
freedom. In such cases, the mass asymmetry develops dnenghsition from saddle
to scission. Therefore, the failure of GEMINI for these heagystems was not unex-
pected. Due to these deficiencies of the original code fovyheaclei, a new version
of the code GEMINI has been written to address these problénthis new version,
extensive comparisons with heavy-ion induced fusion date lbeen used to optimize
the default parameters of the model. Such data are usefabfwstraining statistical-
model codes and the excitation energy and spin distribsitofrihe compound nuclei
can be well defined.

7.1.1 Evaporation formalism

In the Hauser-Feshbach formalism [66], the partial decajtlwdf a compound

nucleus of excitation enerdy* and spinJcy for the evaporation of particle i is

oo Jen+Jg J+s

* 1 *
N(E o) = 5 [ @) D) X D) Tiehu(E ~Bi-e3) (7.0

Ju=0J=Jcn—dal  |=1J-s]

where Jq is the spin of the daughter nucleus, J, andl, are the spin, total and

orbital angular momenta of the evaporated particlandB; are is its kinetic and sep-
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aration energiesJ, is its transmission cdBcient or barrier penetration factqry and

ocn are the level densities of the daughter and the compounctusiclespectively.
The summations include all angular momenta couplings betwiee initial and final
states. Evaporation channels incluge, d, t,* He, @, He,5 8 Li, and’-1°Befragments.

The nuclear level density is often approximated by the Feyasi form [34] derived
for a spherical nucleus in the independent-particle modigl @onstant single-particle
level densities,

(23 +1)
24+2aiUig3
where S is the nuclear entropy and the level-density parmset

orc(E*, Jen) = expS),S = 2Vau, (7.2)

7T2
a= & [o"eR) + oPef)|. (7.3)

Hereg"(e}) andgP(sf) are the neutron and proton single-particle level derssiteheir
respective Fermi energies and

J(J + 1)n?

U=E" - Ew(J),Erot +
2|rig

02 =l T. (7.4)

The quantityl;y is the moment of inertia of a rigid body with the same density

distribution as the nucleus and T is the nuclear temperature

1 ds
= (7.5)

The quantity U can be interpreted as a thermal excitatidey #fie rotational en-
ergy of the nucleus is removed. At large angular momentarosaopic models of
the nucleus such as the rotating liquid-drop model (RLDM)] [&nd Sierk’s Yukawa-
plus-exponential finite-range calculations [69] predietttthe nuclear shape distorts to
accommodate the centrifugal forces.

Many implementations of the statistical model, includingNENI, generalize Eq. 7.4
by the replacing=,(J), the rotational energy of a spherical nucleus of fixed mamen

of inertia, with Eyas(J), the deformation plus-rotational energy predicted byséhe
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macroscopic models where the deformation increased with spGEMINI, the Sierk

predictions ofEy,.s(J) are used for all but the lightest compound nuclei.

7.1.2 fission and complex fragment decay

Fission was first incorporated into the statistical modeBloyr and Wheeler using
the transition-state formalism first introduced to caltaleghemical reaction rates.

The Bohr-Wheeler transition-state decay width for symmdission [70] is:

1 »
FBW = 27'(pCN(E*, SCN) fdg [E — Bf(SCN - 6)] (76)

wherepg,q IS the level-density at the saddle-poiBtf(Scy) is the spin-dependent

saddle-point energy (fission barrierground-state rotational energy) aads the ki-
netic energy in the fission degree of freedom. The 2-dimensktension of this by
ref. [67] is:

1 dydp,
fydy= 2mpen(E*, Scn) ff h dpsag

wherey is the mass asymmetgy£ Aj—Ay/A+A), py is its conjugate momentum,

2
E* ~ B(Y. Seu) - %s 7.7)

m, is the inertia associated with motion in the y coordinated 8y, Scn) are the
energies of the condition saddle-points. The barriers arglitional in the sense they
represent a saddle-point configuration when the specifiess msymmetry is imposed.
In the potential-energy surface, these conditional saglilets represent a ridge which
must be crossed in order to get to the scission configurat®implification to this

formula can be made from the expansion

p(E" = %) = p(E)exH-3) (7.8)

where the nuclear temperature is determined as

1 dinp(EY)

T dE*

(7.9)
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With this expansion, the above equation can be reduced to:

1 \2rTm, .
By = e [ dopualE - BOSew) el (7.10)

With this formalism, in addition to the conditional bargeone also requires knowl-

edge of the inertian,. Later in Ref. [67] has been suggested

1
I; = E'-B - 7.11
2= g—rs | depsal "~ Ba(Sen) — o (711)

where Z is the proton number of one of the nascent fragmentsicBlly the term

\2rTm,
h
was further extended by aIIowing for distinct mass and chaygits:

has been eliminated and the problem has been discretiz&EMINI this

FZ,A 27TpCN(E SCN) fdepsad[E _BZA(SCN) 6] (712)

The conditional barriers now have both the mass and chaygerastries imposed and

are estimated as
Bza(Scn) = B ®™(Scn) + AM + AEcoy — 6W — 6P (7.13)

wheresW andsP are the ground-state shell and paring corrections to thaedidrop
barrier.The quantitydy erkis the interpolated Sierk barrier for the specified mass asym
metry. In the Sierk’s Finite-Range calculations, the twsasnt fragments have the
same 7A ratio. The correctiom®\M now accounts for the ffierent ZA values of the
two fragments, i.e.
Acn —
Acn
where M(Z,A) is the spherical Finite-Range Model mass. lditiah there is a Coulomb

AM = M(Z,A) + M(Zen - Z, Acn — A) - M (ZCNACA,A) ~-M (ZCN A) (7.14)
N

correction

AECoul = ECouI(Za A, ZCN —-Z, ACN - A) ECouI(ZCN A, ZCNACN

- A
A’ Acn JAcn — A)

(7.15)
whereEcou(Zy, A1, Z2, Ay) is the Coulomb energy between two fragmeis A;) and

(Z2, Ay) estimated as two spheres separated by 2 fm with a radiuspéea o of 1.225
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fm. The total width requires summations over both the Z anchues of the lightest
fragment. In GEMINI, for both light systems and for asymneettivisions of heavy
systems, the formalism of Ref. [67] is kept. All binary diaiss are included having
asymmetries greater than the value at which the conditibagier is a minimum,
which is spin dependent. For the more symmetric divisiortssiavy nuclei, the Bohr-
Wheeler formalism is used to predict the total symmetrigdisyield in GEMINI. The
fission barrier is taken from Sierk’s Finite-Range Modeluahfter correcting for the
ground-state shell and pairing correction, i.e.,

Br = B?*'{S) - 6W - 6P, (7.16)

Once the saddle-point is crossed, the system loses ewaitahiergy due to light-
particle evaporation during the slow saddle-to-scissiatiom. To estimate the mag-
nitude of this ect, the time required for this motion was assumed tb He(Bsag —
Bscis9 Where Bsad and Bsciss are the symmetric saddle and scEsiiairenergies and

n is the friction. The scission point energy is determine®ags = Eko — Qf where
Ekot is the total kinetic energy released in fission &@gdis fission Q value. In the
transition from saddle to scission, excitation energyaases due to dissipation and at
the same decreases due to evaporation. The total changéemipbbetween saddle
and scissiomBs,q — BscissiS assumed to be dissipated into excitation energy at tise sci
sion point. As Bsciss is spin independent, the WeisskopfBormalism is used for

evaporation at this stage to calculate the decay widths.

7.2 Simulation and data

In our peripheral sample, the emitting source is not wellreefiin the experimental
data because fierent impact parameters are summed up, neutrons are notiredas
and the statistics is too poor to make precise selectionsarsburce characteristics.
This means that data have to be seen as a superpositiofievedt masses, isospins,

angular momenta and excitation energies. Because of thitation we have not tried
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a gquantitative comparison between model and data. The parpbthe calculation
being simply to enlighten the physical mechanism leadinthéopresence (absence)
of odd-even #ects in the diterent thermodynamic conditions, we have simply fixed
in the GEMINI [65] evaporation model a source with Gaussiatrithuted parameters
centered o E* >=1 AMeV, < Z >=16,< A >= 32, and have considered a triangular
distribution of angular momentum betweég, = 0 and Jyax = 1674, as given by the
systematics of fusion cross-section. Increasing (detrgpthe value ofJ,.« has the
only afect of increasing (decreasing) the overall yield of IMF betgwZ = 3 and

Z = 9 without dfecting the behavior of the isotopic chains.

The results for the dlierent isotopic chains as well as the inclusive distribigiare
reported in Fig. 7.1. We can see that the overall shape ofideretical distribution
is in relatively good agreement with the experimental datmfirming the statistical

character of the collisions.

Clear staggeringfeects are seen in the residue region,especially in th& i8o-
topic chain, where unfortunately we do not have isotopicrisination in the experi-

ment.

Since in the model calculation®¢+1 nuclei are the most abundant isotopes in
the residue region and their distribution is essentiallpsth, the inclusive theoretical
distribution does not show any noticeable odd-evacdts in this region, contrary to
the experimental evidence. Concerning the IMF region, @like isotopic informa-
tion is accessible experimentally, a good qualitative egrent is observed for fz-1
and N=Z but deviations can be seen foeX+1, which again is essentially flat in the
calculation. In conclusion, our peripheral events appeasistent with the evaporative
decay of an excited source close to the initial projectileleus. The staggering of the
elemental distribution is qualitatively reproduced by tiaéculation, even if dferences
appear when the behavior is analyzed iffetent isotopic chain. A more quantitative
comparison would need a better characterization of therempatal source character-
istics needed as inputs of the GEMINI model, and the avditalm the model of the
information on the population of all the observed excitedipke unstable states.
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Figure 7.1: Elemental asymptotic distribution from the @eof an excited source
with < A >= 32 < Z >= 16,< E* >= 1A MeVand a triangular distribution of angular
momentum betweed = 07 andJ = 1674, within the GEMINI evaporation model.

left panel: inclusive charge distribution . right panelsttiibution for diferent isotopic

chains.
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Figure 7.2: Elemental asymptotic distribution from the @eof an excited source
with < A >= 81,< Z >= 40,< E* >= 3A MeV, (full symbols,dashed lines) and
< A >=87,< Z >= 40,< E* >= 3A MeV, (open symbols, full lines) within the
GEMINI evaporation model. For both sources the angular mdoma ranges from

J = 0 to J = JnaxWith a triangular distribution. Leftdnax = 564; right: Jnax = 40k

Now let us turn to the analysis of the central collisions. c8ithe experimental
sample does not correspond to complete fusion of projeatitk target, fluctuations
arise from the mixing of event with flerent masses and energy transfer. For this
reason, similarly to the case of binary collisions, we havetned a quantitative com-
parison to experiment but considered the statistical detsy Gaussian-distributed
source, as predicted by the Hipse dynamical event gendéiihwith average charge
< Z >= 40 and two diferent masses 81 and 87 for the two reactions with excitation
energy< E* >= 3 A MeV. Since the angular momentum is not constrained by ¢te,d
we run Gemini code with the maximum value lofallowed for this source, i.e. %6
with a triangular distribution.

Fig. 7.2 displays the inclusive charge distributions atetdi from the GEMINI
model for the two values of the mass of the source, to be cozdparth the data
shown in Fig. 6.1.

As in the case of our central sample the source with the hiiBrratio (open

symbols) leads to a heavier residue with respect to a n-mnocs (full symbols). The
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IMF production in the model is modified by the isospin of theise as in the data,
being the two distributions flierent by a factor 2 in the range of charges 8-15, both
in the model and in the data. Clear staggerifig@s can be seen in the calculation,
similar to the case of the peripheral source. This confirressttpectation [43] that, in
an evaporation based picture, odd-evé&eas do not depend on the excitation energy
and are essentially determined by the last evaporatiorisjtefit a more quantitative
level, these fects appear much more important than in the experimentgbleams

we have discussed before, this may be due to tierdnt shape of the distribution,
since the theoretical predictions are more flat in the IMAaeghan the measured

ones.

Moreover, the experimental fragment production (Fig. 6fd) the same range of
IMF charge, is about a factor 4 less than in the model digtiobg. We can recover the
experimental IMF production, by limiting the maximum angumomentum in Gem-
ini at 404, as it shown in Fig. 7.2 (right panel). The variation of thgallar momentum
however does not change the overall shape of the distrilputior the importance of
the odd-evenféects.

As we have already discussed, the intermediate mass fragegon in the experi-
mental sample is also populated by multifragmentatioa-#ikents where at least three
fragments are emitted in each collision events. These swatcharacterized by large
values of the “flow angle” (see Figs. 5.3), suggesting a gégé angular momentum

and they represent a fraction of about 5% of well measurettalezvents.

This specific event class is compared in Fig. 7.3 to the GEMENtulations. The
average asymmetry between the three coincident fragmegtslitatively reproduced,
but the percentage of three-fragment events is about 2%eigdltulation, more than
a factor 2 too small with respect to the lowest experimenstiheate based on data

uncorrected for giciency.

If we perform calculations with a maximum angular momentud,4vhich re-
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Figure 7.3: Charge distributions of events correspondmgttleast three fragments
(Z = 3), normalized to the total number of central events. Theibigion of the largest
fragment, second largest and third largest are reporteddaggreen, blue histograms
respectively. Left: Measured central events for the reacfiS +°¢Ni. Center: Gemini
events for an excited source with A >= 81, < Z >= 40,< E* >= 3A MeV and

J = 0 - 5674 Right: same as center, biifx = 40%.

produces the experimental IMF production in the range ofgd®m8-15, the fraction
of three IMF events decreases down to 0.5%, an order of maggioo small with
respect to the uncorrected data.

Further insights in the decay mechanism can be obtaineddkyrig at kinematics
observables. As an example, Fig. 7.4 gives the distribubibthe cosinus of the
relative angle formed by the two largest fragmemisq6,,), for events corresponding
to at least three fragmentzg & 3).

In both cases the higher probability is@itg6,,) = —1, which corresponds to two
fragments back to back emitted, conserving the centre o§mmemsnentum, accompa-
nied by a third fragment with small mass and momentum. Howéhe experimental
distribution slowly decreases towardeq6:,) = 1, while for Gemini events the de-
crease is much steeper, and thifetience is preserved if GEMINI events are filtered
through a software replica of the apparatus. This meansithtéte data, dierent
charge (and momentum) partitions are present, not accodot®y binary decays.

These discrepancies may be understood from the opening sfrtiultaneous mul-

tifragmentation channel, which is not accounted for in tHeMBNI model.
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Figure 7.4: Experimental (dashed line) and Gemini (sohé)idistribution of the cos-
inus of the angle formed by the centre of mass momenta of theéangest fragments,
for events corresponding to at least three fragments 3). Both distributions have
been normalized to unit area. For Gemini calculations theesavents shownin Fig.7.3

(right panel) have been used.
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However, the existing multifragmentation models[71, 7@jwsuccessful in repro-
ducing detailately static as well as dynamic charactessif fragment production for
excited sources with excitation energies comparable tgpthsent sample[73], treat
nuclear clusters as liquid drops without any shell or pgirfect in their mass, nor
contain the discrete particle unstable spectrum in allestayf the compound nucleus
decay, the justification being that these models are supodee realistic only above
the multifragmentation threshold, where structufieets are washed out. As a con-
sequence, model distributions are smooth by constructiohre insight about the
presenc@bsence of odd-everffects can be gained out of these calculations.

In any case the failure of the standard evaporation pictutleeathreshold of mul-
tifragmentation suggests that the emission mechanisns glaymportant role for the
light fragment yield, angbr that their decay is not governed by Q-values only. This is
consistent with the experimental results from the corietatunctions in the previous
chapter, which showed that particle-unstable resonanegsap important role in the
light nuclei decay.






Conclusions

In this thesis we have reported on an experimental studyagigtring in*’S+8Ni
and®?S+%Ni collisions at 14.5 MeY, performed with the TANDEM-ALPI acceler-
ation system at the Legnaro National Laboratory. The dallact®mn was assured by
the GARFIELD apparatus coupled to a high resolution anrdgsector for correlation
measurements, the Ring Counter. Thanks to the importantl@ngoverage and the
low detection thresholds, we have been able to select twa ofasses of dissipative
events for each reaction, corresponding to the statistieably of an excited quasi-
projectile, and of an incomplete fusion source respegtidetlportant odd-evenfiects
are seen in the intermediate mass fragments yields as wielklas residue yields pro-
duced in the peripheral collisions, while thedeets appear much less important in
the central collision sample.

This different behavior indicates that several ingredients cantiito produce such
effects, and there is no unique simple explanation. In pagicuve have both ex-
perimental and theoretical indications that odd-evengseggs depend on the whole
evaporation chain and not only on the energy balance of 8telaporation step.

As a consequence, the quantitative understanding of siaggan potentially give
information on pairing and symmetrytects in the level density. To confirm (or infirm)
this statement, a detailed comparison with statistical edill be needed. To this
aim, an improvement of existing evaporation codes is ingyrconcerning the treat-
ment of the discrete particle unstable spectrum. Our aisajwws that these states
have to be included because they dominate the last evampostép of light fragments.

Another necessary improvement concerns the coupling legtweultifragmentation
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and the subsequent evaporation of excited primary fragsn&rtere a consistent and
realistic treatment of the fragment energy functional stddae employed, including
pairing dfects, realistic level densities and the discrete partio&table spectrum in
both stages of the compound nucleus decay.

On the experimental side, we have proposed in this work a fFindependent
technique to reconstruct the fragment yield at finite exiataenergy corresponding
to the last-but-one evaporation step. Because fbémint detection limitations, this
reconstruction is however only partial. In order to allowtlwihis technique to finally
assess the origin of staggering in thé&elent de-excitation mechanisms in a model-
independent way, flierent improvements are in order.

A better granularity is needed to resolve th&elient resonance states in the corre-
lation functions; experimental upgrades of the detectjgweaatus are in progress.

An increased statistics is needed to make a complete coorefanction analysis
for a data set where the sourcg E*) is reconstructed precisely; this in turn demands
an impact parameter selection and good statistics for eaphdt parameter. In prin-
ciple neutron detection would also be highly desirable ecgely trigger on thé\/Z
of the source. Alternatively this information can be dedufrem the models if these
latter are sfficiently constrained.

Since the branching ratios of thefidirent decays for particle unstable levels of light
fragments are typically known, aiciently complete measurement of a given isotope
through correlation functions will allow to get also someaqtitative information on
the population of n-decaying levels. This will in the longroot only allow us to
understand the origin of odd-evefiexts, but also to reconstruct primary fragment and
thus access the thermodynamic information at the time gifient formation, which

is of particular interest in the multifragmentation regime



Bibliography

[1] N. Bohr. Nature, 137:344, 1936.
[2] D. A. Bromley. Treatise on Heavy-lon Science. PlenunmsBr&lew York, 1984.
[3] R. H. Siemssen. Nucl. Phys. A, 400:245, 1983.
[4] G. Breit, E. Wigner, Capture of slow neutron, Phys. Reé/(2936) 519.
[5] P. Langevin. C.R.Acad.Sci., 146:530, 1908.
[6] C.W. Gardiner. Handbook of Stochastic Methods. SpninBerlin, 1990.
[7] R. Bass. Nuclear Reactions with Heavy lons. Springetage 1980.
[8] H. A. Bethe. Revs. Mod. Phys., 2:71, 1937.
[9] V. F.Weisskopf et al. Phys. Rev., 57:472 and 935, 1940.

[10] L.Wolfenstein et al. Phys. Rev., 82:690, 1951.

[11] W. Hauser et al. Phys. Rev., 87:366, 1952.

[12] D.Durand, E.Surand, B.Tamain. “Nuclear Dynamics ie tiucleonic regime”,
ed. IoP, London, 2001.

[13] Bohr A and Mottelson B 1975 Nuclear Structure vol Il (N&ark: Benjamin).

[14] K.S. Krane. "Introductory Nuclear Physics”, J. Wiley.

133



134 BIBLIOGRAPHY

[15] F. Gramegna et al., Nucl. Instr. and Meth A389 (1997)-478.
[16] F. Gramegnalhe GARFIELD proposalegnaro (1993), non pubblicato.

[17] A.Lanchais,"GARFIELD: un apparato per misure di reazioni tra ioni
pesanti ad energie intermedigtesi di Laurea, Universita degli Studi di

Bologna, Corso di Laurea in Fisica.
[18] S. Albergo et al., Il Nuovo Cimento Vol. 89 A N.1 (1985).

[19] M. Chiari, A. Lanchais, F. Tonetto, L. Travaglini, Nudhstr. and Meth. A484:
111-117 (2002).

[20] A. Moroni et al., Nucl. Instr. and Meth A 556 (2006) 51@&
[21] L. Bardelli et al., Nucl. Phys. A 746 (2004) 272c-276c.

[22] P.F.Mastinu, P.M.Milazzo, M.Bruno, M.D’Agostino,Manduci, Nucl. Instr. and
Meth.A338(1994)419;

[23] G. Pasquali et al., Nucl. Instr. and Meth A 570 (2007)-132.

[24] M. D’Agostino, "Thermodynamical aspects in heavy i@action, LNL Internal
Report (2004) pag.39
http: //wwwlnl.infn.it/ ~ annrep'read.ar/2004/index2004html

[25] Morelli et al. Nucl. Instr. and Meth. 620 (2010) 305.

[26] G. F. Knoll. Radiation detection and measurement. yY/il©89.
[27] L. Tassan-Got, arXiv:nucl-¢2103004, Nucl. Phys. B (2002).
[28] N. LeNeindre,etal.,Nucl.Instr.and Meth.A490(2022]).

[29] /httpy/indra.in2p3.ffKaliVedaDoc.



Bibliography 135

[30] L. Bardelli, A ROOT-based data-monitor software foetARFIELD experi-
ment, LNL Annual Report (2009)

[31] F.Benrachi,etal.,Nucl.Instr.and Meth.A281(198%j1

[32] R.Mankel,Pattern Recognition and Event Reconstondi Particle Physics Ex-
periments, arXiv:physi¢g8402039v1,2004.

[33] V. Avdeichikov et al., Nucl. Instr. and Meth A 501 (2003)5-513.
[34] V. Avdeichikov et al., Nucl. Instr. and Meth A 466 (200427-435.
[35] httpy/root.cern.ch

[36] J. Cugnon and D. Elote, Nucl. Phys. A397 (1983) 519.

[37] N.Marie et al. Phys. Lett. B 391(1997) 15.

[38] M. D’Agostinoet al, Phys. Lett. 368 (1996) 259.

[39] L. Moretto and G. Wozniak, Annu. Rev. Nucl. Part. Sci, 839 (1993); Proceed-
ings of the XXVII International Workshop on Gross Propestien Nuclei and
Nuclear Excitations, Hirshegg, 1999, edited by H. Feldm@&S|, Darmstadt,
1999).

[40] D. Lacroixet al.Phys. Rev. C69 (2004) 054604.
[41] W. Norenberg, Heavy-lon Collisions (North-Hollandisterdam, 1980), Vol. 2.

[42] G. Casini et al., Phys. Rev. Lett. 71 (1993) 2567; J. Tekal., Phys. Rev. Lett.
75 (1995) 2920; S. Piantelli et. al., Phys. Rev. Lett. 88 @@5b2701.

[43] M. V. Ricciardi et al., Nucl.Phys. A733 (2004) 299; avx1007.0386v1.
[44] G. Cardella (Limiting Collaboration), private commiaation.

[45] L. B. Yang et al., Phys. Rev. C60 (1999) 041602 and reiezs quoted there in.



136 BIBLIOGRAPHY

[46] F.Gramegnat al. FIZIKA B 12 (2003) 1, 39.

[47] E.Geraciet al. Nucl. Phys. A732 (2004) 173

[48] M. B. Tsang, Eur.Phys.J.A30 (2006) 129-139 and Erratioich A32 (2007) 243.
[49] F. Saint-Laurent and the INDRA Collaboration, Nucly8m583(1995)481.
[50] Sl. Cavallarcet al,, Phys. Rev. C 57 (1998) 731.

[51] E. Bonnet, J.P. Wieleczket al. arXiv:0808.2885, Int.J.Mod.Phys.E17:2359-
2362,2009.

[52] R. Hanbury Brown and R. Q. Twiss, Philos. Mag. 45, 6634)9 Nature (Lon-
don) 177, 27 (1956); 178, 1046 (1956).

[53] S.E. Koonin, Phys. Lett. B70, 43 (1977).
[54] Z. Chen et al., Phys. Rev. C36, 2297 (1987).

[55] T. Murakami, T.K. Nayak, W.G. Lynch, K. Swartz, Z. Chdb,J. Fields, C.K.
Gelbke, Y.D. Kim, M.R. Maier, J. Pochodzalla, M.B. TsangMHXu, F. Zhu,
Nucl. Instr. Meth. Phys. Res. A275, 112 (1989).

[56] J. Pochodzallat al, Phys. Rev. C35 (1987) 1695.

[57] S.Pratt, T. Csrgo, J. Zimnyi, Phys. Rev. C42, 2646 (3990

[58] D.H. Boal, C.K. Gelbke, B.K. Jennings, Rev. Mod. Phy&. 53 (1990).
[59] W.A. Friedman, Phys. Rev. C42, 667 (1990).

[60] W. P. Tanet al.Phys. Rev. C69 (2004) 061304(R).

[61] T. K. Nayak, T. Murakami, W. G. Lynch, K. Swartz, D. J. ks, C. K. Gelbke,
Y. D. Kim, J. Pochodzalla, M. B. Tsang, H. M. Xu, F. Zhu, and Kviktkowski,
Phys. Rev. C 45, 132 (1992).



Bibliography 137

[62] M. Assenard and the INDRA collaboration, SUBATECH 9%9-1LPPC97-11.
[63] F.Gulminelliand D.Durand, Nucl.Phys.A 615 (1997) 117

[64] //www.nndc.bnl.goynudat?

[65] R. J. Charity, Phys. Rev. C 82 (2010) 014610.

[66] W. Hauser and H. Feshbach, Phys. Rev 87, 366 (1952).

[67] L.G. Moretto, Nucl. Phys. A247, 221 (1975).

[68] S. Cohen, F. Plasil, and W. J. Swiatecki, Ann. Phys. (82657 (1974).
[69] A. J. Sierk, Phys. Rev. C 33, 2039 (1986).

[70] L.G. Moretto, Nucl. Phys. A247, 221 (1975).

[71] J.P.Bondorf, A. S. Botvina, A. S. lljinov, I. N. Mishust K. Sneppen, Phys. Rep.
257 (1995) 133.

[72] Al. H. Raduta and Ad. R. Raduta, Phys. Rev. C55 (1997%1@4d. Phys. Rev.
C65 (2002) 054610.

[73] M.D’Agostinoet al, Nucl.Phys.A 724 (2003) 455.



