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We report on the response of liquid xenon to low energy electronic recoils below 15 keV from beta
decays of tritium at drift fields of 92 V=cm, 154 V=cm and 366 V=cm using the XENON100 detector.
A data-to-simulation fitting method based on Markov Chain Monte Carlo is used to extract the photon
yields and recombination fluctuations from the experimental data. The photon yields measured at the two
lower fields are in agreement with those from literature; additional measurements at a higher field of
366 V=cm are presented. The electronic and nuclear recoil discrimination as well as its dependence on the
drift field and photon detection efficiency are investigated at these low energies. The results provide new
measurements in the energy region of interest for dark matter searches using liquid xenon.

DOI: 10.1103/PhysRevD.97.092007

I. INTRODUCTION

The nature of dark matter is one of the most intriguing
open physics questions today. According to several theories
beyond the Standard Model (e.g., supersymmetry [1]), dark
matter is comprised of weakly interacting massive particles
(WIMPs) which may interact with atomic nuclei via elastic
scattering, resulting in nuclear recoils (NRs). Large detec-
tors that use liquid xenon as a target have played a crucial
role in pushing down the sensitivity to dark matter-nucleon
scattering cross sections, with the most sensitive results
recently reported by the LUX, PandaX, and XENON1T
experiments [2–5]. Future large liquid xenon detectors,
such as XENONnT [6], PandaX-4T [7], LZ [8] and
DARWIN [9] will further improve the sensitivity by one
to two orders of magnitude.
The dominant background component for these large

liquid xenon detectors comes from electronic recoils (ERs).
A precise modeling of the ER background will reduce the
uncertainties of the sensitivity for WIMP elastic scattering
searches. In addition, other dark matter candidates, such as
axions [10,11], can interact with electrons, resulting in
electronic recoil signals [12]. Thus understanding the
response of electronic recoils in liquid xenon is also crucial
to interpret signals resulting from dark matter-electron
interactions. While the response of liquid xenon to low-
energynuclear recoils has been extensivelymeasured [13–16]
with a sufficiently accurate description by the NEST v1.0
model [17], the response to low energy electronic recoils
still has large uncertainties and the currentNESTv0.98model
for electronic recoils is not fully compatible with the data
[18–24], mainly due to the lack of calibration data with
adequate statistics in the low-energy region.
Measurements of signal responses to ERs below 15 keV

under three different fields in XENON100 are presented in
this paper. This paper is organized as follows: Sec. II A
discusses the data taking and event selections. InSec. II B,we
describe the detector calibration for electronic recoils using
several monoenergetic sources and a model of the anti-
correlation between ionization and scintillation. Section II C
details simulations using the empirical microphysics model
as in NEST [25]. We describe the Bayesian fitting method
based on a Markov Chain Monte Carlo (MCMC) technique
in Sec. II D. We interpret our results in terms of electron-ion

recombination in Sec. III, and report the observed ER/NR
discrimination for drift fields between 92 and 366 V=cm in
Sec. IV. Section V summarizes our results.

II. DATA AND ANALYSES

A. Data taking and selection

The XENON100 detector was operational from 2009 to
2016 at the Gran Sasso National Underground Laboratory. It
collected a total of 477 live-days (48 kg · yr) of dark matter
data [26]. The details of the experimental apparatus can be
found in [27]. The last phase of the XENON100 operation
was devoted to a series of calibration campaigns using
internal sources such as 83mKr, 220Rn [28] and the tritiated
methane (CH3T) described here. The tests of these new
calibration sources provideguidance for the calibration of the
larger XENON1T detector for which external calibration
sources are not able to probe the inner part of the target.
The tritiated methane source used in this study was

obtained from American Radiolabeled Chemicals, Inc. A
37 MBq source was diluted by volumetric expansion into
isolated pipettes with 10 Bq activity. These pipettes were
connected to the XENON100 gas circulation system where
they could be individually injected into the system.
Following the first source injection inNovember 2015, the

initial tritium event rate in the time projection chamber (TPC)
was 7390� 90 events=kg=day. Tritium data at 366 V=cm
drift field was taken. The xenon, from the bulk liquid, was
constantly circulated at a speed of about 5 SLPM (standard
liter of gas per minute) through a SAES getter purifier where
the tritiated methane was removed. The tritium event rate in
the detector was reduced, however the tritiated methane
removal speed became very slow. Four months after the
injection, the tritium event rate was reduced to about
50 events/kg/day. Later, we used an alternative path to
circulate the xenon from the gas phase through the purifier.
Circulating xenon from the gas phase dramatically improved
the removal efficiency and the tritium rate dropped quickly to
near zero (1.1� 1.0 events=kg=day after subtracting the
background rate). Figure 1 shows the event rate evolution
following different circulation paths.
The second source injection was performed in May 2016

with an initial tritium event rate of 2640� 20 events=kg=day
in the XENON100 TPC. Tritium data was acquired at
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92 V=cm and 154 V=cm. Following that, we circulated gas-
phase xenon as well as the xenon from the liquid phase.
However, the tritium event rate remained at about
12.8� 1.7 events=kg=day in the end and could not be
removed further, even with a new xenon purifier. The
remaining tritium rate could come from trace contaminants,
such as tritiated water or heavy hydrocarbons, which could
be removed by a methane purifier as used in [23] but the
purifier was not implemented in our setup.
The tritium event rates during the calibration data

taking were at least 3 orders of magnitude higher than
the background rate. Neutron calibration data with an
241AmBe source at the three drift fields were taken as well
for the ER/NR discrimination study. During the tritium data
acquisition, the 662 keV mono-energetic gamma line from
an external 137Cs source was used to monitor the detector
conditions, such as the light yield and electron lifetime,
which describes the purity of the liquid xenon. The data and
detector conditions are summarized in Table I.
The total reflection of the primary scintillation light (S1)

at the liquid-gas interface, the detector geometry, and the
quantum and collection efficiencies of the photomultiplier
tubes (PMTs) lead to a nonuniform light collection across
the active volume. These factors affect the photon detection

efficiency (PDE) which is the probability of a scintillation
photon being detected by the PMTs. The PDE is a
fundamental detector parameter as it influences the energy
resolution and threshold of the instrument. To investigate
the effect of the PDE on ER/NR discrimination, we chose
data in small fiducial volumes (FVs) within which approx-
imately uniform PDEs can be obtained.
The FVs are defined by choosing, in radial positions,

50% of the tritium events, which are expected to be
distributed uniformly in the volume quickly after the
injection. Due to distortions of the electric fields, the event
radial positions detected at the liquid surface are shifted to
the inner volume, especially for the events with large drift
time, resulting in a curled edge for the FVs. We further
divided the selected volume containing 50% of the events
into nine small slices, equally spaced in drift time. The top
and bottom slices are not used in the study to avoid
systematic effects due to drift field distortion near the edge
and the surface of the detector. The seven small FVs used in
the study, each corresponding to a liquid xenon mass of
about 4.0 kg, are shown in Fig. 2. The small FVs minimize
the position-dependent S1 and S2 signal variations, reach-
ing less than 6% for S1 and 5% for S2. These signal
variations are caused by the spatial dependence in the

FIG. 1. Tritiated methane rate starting from the first injection. The left and right vertical black dashed lines represent the first and
second tritium injection separately. The periods of circulating the xenon from the bulk liquid and from the gas phase are marked by the
red and blue regions, respectively. The horizontal black solid line shows the background rate before tritium injection with the uncertainty
in the rate, within 1σ, given by the black shaded region.

TABLE I. Data taking conditions for the ER calibration (CH3T) and NR calibration (241AmBe). The voltages on the cathode and anode
are Vc and Va, respectively. The volume-averaged drift field, Ed, was determined by a 2D finite-element simulation in COMSOL. The
uncertainty of Ed represents the change of field strengths from fiducial volume (FV) #1 to #7, according to Fig. 2. The relative standard
deviation in the field strength within each small FV is less than 2%. The maximum drift time across the entire drift length is tmax

d , and τe
is the average electron lifetime for each run. The total number of single-scatter events after quality cuts isNFV, with S1 signals between 3
and 100 PE in the seven FVs used for this study.

Source Vc (kV) Va (kV) Ed (V/cm) tmax
d (μs) τe (μs) NFV (104)

−12 4.4 366� 24 182 1470� 190 43.4
CH3T −5 3.6 154� 10 202 390� 160 11.9

−3 3.6 92� 6 220 590� 30 8.9
−12 4.4 366� 24 182 1490� 100 3.5

241AmBe −5 3.6 154� 10 202 490� 130 3.6
−3 3.6 92� 6 220 550� 60 6.5
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detection efficiency, which is accounted for in the simu-
lations illustrated in Eqs. (4) and (5). We have collected
more than 104 ER events in each of the small FVs to have
sufficient statistics to probe the ER rejection power.

B. Detector calibration

The expectation values of photon and electron gains,
g1 ¼ hS1i=nph and g2 ¼ hS2i=ne, defined as the fractions
of detected photoelectrons of S1 and S2 signals to the
number of emitted photons and electrons, are key param-
eters for the detector characterization. The monoenergetic
lines used in the g1 and g2 calibration are the 39.6 keV from
83mKr and the activated xenon lines during or after the
241AmBe neutron calibration. The g1 and g2 values in each
small fiducial volume under each scanned field are obtained
by applying a linear anticorrelation fit, according to Eq. (1),
on these energy points with an average energyW to produce
a quantum (photon or electron) fixed at 13.7� 0.2 eV [29].
We show in Fig. 3 an example fit for FV#4.

E
W

¼ nph þ ne ¼
S1
g1

þ S2
g2

: ð1Þ

The g1 and g2 values obtained with this method for other
FVs and at other fields are shown in Fig. 4. In this study, we
performed the analysis in each small FV where the spatial

variations of S1 and S2 signals are rather small (6% for S1
and 5% for S2), thus the S1 and S2 signals are not corrected
for position dependence.

C. Signal simulation

Simulations of the signal responses to the tritiated
methane source are performed. They take into account
both the microphysics of the signal production in liquid
xenon and the detection, amplification and reconstruction
of the signals by the XENON100 detector and software.
The empirical microphysics model introduced by NEST

[25] is used in the simulation except for the parameter-
ization of the recombination. The model used in this work
describes the production of photons nph and electrons ne
following an energy deposition E in liquid xenon.
The total number of quanta, nq ¼ nph þ ne, has the

intrinsic fluctuation nq ∼ NðE=W;
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FE=W

p Þ due to the
Fano process [31], where N represents the normal distri-
bution and F ¼ 0.059 is the Fano factor from Doke’s
estimation [32].
The signal production process consists of several steps.

First, excitons and electron-ion pairs are produced following
the energy deposition. Excitons, nex∼Binomðnq;α=ð1þαÞÞ,
directly decay and emit light. Here α ¼ hnex=nii is the mean
number of excitons (nex) to ions (ni ¼ nq − nex) ratio and has
a value between 0.06–0.20 [25] for electronic recoils.
Second, a fraction of electron-ion pairs recombine, with

a recombination fraction r, to form excitons and sub-
sequently decay to produce additional scintillation photons.
The recombination fraction r depends on the energy and
field present in the liquid, and it has a non-negligible
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FIG. 2. The uniform spatial distribution of tritium beta-decay
events (black dots), under the drift field of 366 V=cm, overlaid
with the S1 light yield (photoelectrons per keVenergy deposition)
relative to that of the center (FV#4) from the 83mKr (41.5 keV)
calibration. The radial positions used in this analysis are not
corrected for the field distortion at the bottom corner of the TPC
[27], thus the event locations shown in this plot are those detected
at the liquid surface. To avoid the systematic effects due to non-
uniform drift field, we chose 50% of events from the FV in the
central part of the TPC for the following analysis. The central
volume, after removing the top and bottom parts, is further
divided into seven small FVs, each with a different S1 photon
detection efficiency which increases from the top to the bottom.

FIG. 3. Anticorrelation between S1 and S2 signals for events at
different energies. A linear anticorrelation fit is applied to obtain
the g1 and g2 values. This plot is for the central fiducial volume
(FV#4) at 366 V=cm. The energy spectrum of the NR component
and the 39.6 and 80.2 keV gamma lines from inelastic scattering
are obtained from the Geant4 simulation and converted to
photons and electrons separately, according to the NR and ER
models in NEST. We then subtracted the average charge/light
yields from the NR component to obtain the correct yields for the
two pure gamma lines. The 41.5 keV events from 83mKr are from
the combination of two transitions (32.1 and 9.4 keV) [30].
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intrinsic fluctuation Δr [23]. We assume a truncated-
Gaussian distributed recombination fluctuation with r in
interval of (0,1) in this work.

r ∼ Nðhri;Δr; 0; 1Þ: ð2Þ

Finally, the total number of photons (nph) and electrons
(ne) produced after the entire process can be written as:

nph − nex ∼ Binomðni; rÞ;
ne þ nph ¼ nq: ð3Þ

The photons (nph) are detected by the PMTs as the
prompt scintillation signal (S1). Photons reaching the
photocathode of each PMT have a probability pdpe to
produce double photoelectrons as observed in [33], such
that g1 ¼ PDE · ð1þ pdpeÞ. The PDE and thus g1 depend
on the event position, where this dependence is obtained

using monoenergetic calibrations of the detector. The
number of detected primary photons ndph and detected
photoelectrons npe for S1 can be written as:

PDE ¼ g1=ð1þ pdpeÞ;
ndph ∼ Binomðnph; PDEÞ;

npe − ndph ∼ Binomðndph; pdpeÞ: ð4Þ

The electrons (ne) are drifted with an efficiency ϵd,
affected by the losses due to capture by electronegative
impurities in the liquid, and then extracted into the TPC gas
layer with an efficiency ϵext determined by the extraction
field. The electrons are accelerated in a stronger field in the
gas phase, producing proportional scintillation photons
[34]. The number of extracted electrons next and the number
of detected S2 photo-electrons, nprop, from proportional
scintillation, can be written as:

next ∼ Binomðne; ϵd · ϵextÞ;
nprop ∼ NðnextG;

ffiffiffiffiffiffiffi
next

p
ΔGÞ; ð5Þ

where G and ΔG are the single electron gain and its
associated standard deviation. G is x-y dependent and
measured from the single-electron spectrum [35]. G and
ΔG include the effects of gas amplification, detection
efficiency of the proportional scintillation due to geomet-
rical coverage and the PMT responses to proportional light,
and the associated fluctuations. The product of G, ϵd and
ϵext is the g2 value.
The prompt and proportional scintillation signals are

digitized by the XENON100 data acquisition system, and
then reconstructed in photoelectrons as S1 and S2, respec-
tively. During reconstruction, the signal is slightly biased
because of the data compression logic of the digitizer
[27], the PMT resolution, and the effect of noise on the
baseline calculation. The reconstructed S1 and S2 signals
are written as,

S1=npe − 1 ∼ Nðδs1;Δδs1Þ;
S2=nprop − 1 ∼ Nðδs2;Δδs2Þ; ð6Þ

The bias after reconstruction is modeled as Gaussians with
means δs1 δs2 and standard deviations Δδs1 Δδs2. These are
estimated by reconstructing simulated waveforms that take
into account actual S1 and S2 pulse shapes along with
realistic electronic noise.
The signal detection efficiency in this study is evaluated

in similar way as in [26], except for the S1 coincidence
requirement. The efficiency for the S1 coincidence require-
ment of at least two PMTs receiving the signal, together
with the signal reconstruction efficiency of the software, is
estimated using a Monte Carlo waveform simulation which
implements the shapes of S1s and S2s, the contamination of

FIG. 4. The g1 and g2 values for seven FVs (see FV numbering
in Fig. 2) at three different field configurations. The g1 values
depend only on the detector geometry and PMT quantum/
collection efficiency, and they are consistent at the three different
fields. The g1 values increase toward the lower part of the
detector. The g2 values depend on the liquid purity (electron
lifetime) and also on the electron extraction efficiency, thus show
lower values at a lower extraction field. The Eex values are
obtained based on a 2D finite element simulation in COMSOL,
with an uncertainty of 0.1 kV=cm due to the uncertainty of the
liquid level. Using a parallel plate approximation will result in
extraction fields 0.3 kV=cm higher than those from simulation.
The electron extraction efficiency across the liquid-gas interface,
calculated based on the ratio between g2 and the single electron
gas gain, is 96� 2% for a Va of 4.4 kV (Eex ¼ 9.7 kV=cm), and
is about 84� 6% at 3.6 kV (Eex ¼ 7.9 kV=cm).
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noise in waveforms, and the signal reconstruction thresh-
olds. This efficiency is a function of detected photon
number and is the dominant contribution to the overall
efficiency, as shown in the inset of Fig. 5. Also shown in
Fig. 5 are the overall efficiencies as a function of deposited
energy for different volumes. The differences in the overall
efficiency for different volumes are caused by the different

PDEs. The volume closer to the bottom part of the detector
has a higher PDE and thus better efficiency for detecting
low-energy recoils. The efficiency for detecting very low-
energy recoils (<2 keV) is not zero because of the
fluctuation of reconstructed S1s, as illustrated in Eqs. (2)
to (6).

D. Fitting method and results

A binned maximum likelihood estimation (MLE) analy-
sis of Log10ðS2=S1Þ vs S1 in 2D signal space is performed
to extract the electronic recoil signal response model below
the 18.6 keV endpoint of the tritium beta decay. The
likelihood is constructed as:

L ¼
Y

i;j

PoissðDi;jjfMi;jÞ

×
Y

k

Nðθk; μk; σkÞ

×
Y

n

Uniformðϕn; κn;ΘnÞ; ð7Þ

where Di;j and Mi;j are the counts in each bin from data and
simulation, respectively. The simulated event rate is scaled
by f ¼ Nobs=Nsim where Nobs is the total number of events
in the tritium data, with S1 in the range of 0 to 80 PE, and
Nsim is the total number of simulated events. The nuisance
parameters θk are constrained by Gaussian priors with

FIG. 5. The signal detection efficiencies in this study for
subvolume 1, 4, 7 as a function of recoil energy are shown in
blue, purple and red, respectively. The inset shows the signal
detection efficiency from the S1 coincidence requirement (black),
which is the dominant contribution to the overall detection
efficiency and is a function of detected photon number. The
shaded regions represent the 15.4%–84.6% credible region.

FIG. 6. The comparison between the MC fit result (left-middle) and the data (left-bottom), in the form of the 2-D distribution in
Log10ðS2=S1Þ vs S1 parameter space for FV#4 at 366 V=cm field. S1 spectra (top-left panel) and S2 spectra at different S1 slices (right
panels) are shown together with the 15.4%–84.6% credible region from the fit in red. A goodness-of-fit test using the method in [39] is
performed upon the S2 spectra matching, which gives a p-value of 0.01, 0.16, 0.10, 0.37, 0.38 for the S2 spectra in S1 slices of 0–10 PE,
10–20 PE, 20–30 PE, 30–40 PE, 40–50 PE, respectively. The low p-value for the S2 spectrum matching in S1 slice of 0–10 PE is caused
by the uncertainty of acceptance modeling.
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mean μk and standard deviation σk. The nuisance param-
eters ϕn are constrained by uniform priors with κn and Θn
being the lower and upper boundaries, respectively. The
nuisance parameters g1, g2, electron lifetime τe andW value
are constrained by Gaussian priors. Parameters such as
exciton-to-ion ratio nex=ni, double PE emission fraction
pdpe, event reconstruction efficiency and bias parameters
are constrained by uniform priors. The constraints for g1
and g2 are shown in Fig. 4, and τe is listed in Table I.
The constraints for W, nex=ni and pdpe are taken as
ð13.7� 0.2Þ eV [29], 0.06–0.20 [25] and 0.18–0.24
[33], respectively. The tritium beta decay spectrum is
obtained using the calculation in [36].
We chose the affine invariant Markov Chain

Monte Carlo (MCMC) [37,38] for maximizing the like-
lihood and sampling the parameter space. The advantages
of using MCMC are that it converges relatively quickly
given a large number of parameters, and that it can
accurately address uncertainties. The simulation is done
at each iteration of MCMC’s random walking, which
naturally takes care of the uncertainty from the finite
statistics in the simulation. The ratio of the statistics
between simulation and data is about 10. The result comes
in the form of Bayesian posteriors, and we will define
“point estimation” as the posterior median in the rest of the
paper. The comparison of the fit result to data is shown in
Fig. 6. The background event rate is four orders of
magnitude lower than the event rate from the tritium
beta decays in the ER band, thus has negligible impact
on the fitting results and the ER leakage fraction studies
in Sec. IV.

III. RECOMBINATION FACTOR
AND FLUCTUATION

The most relevant parameters in this work are the mean
recombination fraction hri and the recombination fluc-
tuation Δr defined in Eq. (2), respectively. The mean
recombination fraction affects the ratio between ne and nph,
thus the band mean in the Log10ðS2=S1Þ vs S1 distribution,
while Δr affects the variance of the distribution. In the fit,
both hri and Δr are parameterized as 4th order polynomial
function of the energy deposition E with respect to
reference curves. The reference curves for hri and Δr
are initially chosen from NEST v0.98 [25] and the LUX
measurements [23], respectively. The fit results for hri,
along with the derived mean photon yields hnphi=E and
charge yields hnei=E, and Δr are shown in Fig. 7 and 8,
respectively. The mean photon and electron yields, hnphi
and hnei per unit energy, are calculated via:

hnphi
E

¼ 1

W
hri þ α

1þ α
hnei
E

¼ 1

W
1 − hri
1þ α

: ð8Þ

The best estimations of hnphi=E, hnei=E, hri, and Δr are
evaluated as the weighted averages of the point estimations
over all FVs. The credible regions of these averages, shown
in Fig. 7 and 8 as dashed lines, address the fitting
uncertainties. These include both statistical uncertainties
and uncertainties from the nuisance parameters priors, such
as the exciton-to-ion ratio nex=ni which is estimated to be
0.15þ0.04

−0.05 from the posteriors of the fittings. The credible
regions, which include both the systematic and fitting
uncertainties shown in Fig. 7 and 8 as the shaded regions,
are evaluated based on the equally weighted combination of
the posteriors in each FV.
The photon yields obtained from our data are consistent

with results reported by LUX [23] at the two lower fields. The
curves from NEST v0.98 [25] are plotted for comparison,
showing a larger deviation especially at higher energy,
especially for the two larger fields. Above 14 keV the
dominant uncertainties are from the fit due to the small
statistics near the endpoint energy of the tritium beta decay.
The increased uncertainties below 2 keV are due to the S1
detection efficiency drop below 5 PE. In most of the energy
region, the systematic uncertainties, which include the uncer-
tainties from position reconstruction and drift field nonun-
iformity, are compatible with the statistical uncertainties.
Because the recombination fluctuation affects the tail of

the ER distribution significantly and with fewer statistics in
the tail region we get larger statistical fluctuations for Δr.
Thus the relative uncertainties for Δr are larger than the
ones for hnphi=E.

IV. ELECTRONIC AND NUCLEAR
RECOILS DISCRIMINATION

The different response of electronic and nuclear recoils
in liquid xenon provides a powerful method to reject the
dominant electronic recoil background from radioactive
materials surrounding the target, decays of internal radio-
active contaminants, such as 85Kr and 222Rn, and eventually
the electron scattering from solar neutrinos [40], as well as
the signal fluctuations, which include the recombination
fluctuations Δr, the instrumental and the statistical fluctu-
ations. A larger difference of the ER/NR recombination
factors and smaller Δr and statistical fluctuations will lead
to a better ER rejection power. Since the electron-ion
recombination factor for electronic recoils is more signifi-
cantly affected by the electric field than nuclear recoils are,
the ER and NR band separation is greater at larger drift
fields. However, a larger drift field will suppress the
primary scintillation light, leading to a smaller prompt
signal and thus larger statistical fluctuations. The interplay
between these factors affects the overall ER rejection
power. Previous experiments [3,41–45] reported ER rejec-
tion powers between 99% to 99.99% at about 50% NR
acceptance at different drift fields. The photon detection
efficiencies from these experiments are also different.
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FIG. 7. The best estimates for photon yields hnphi=E, charge yields hnei=E, and mean recombination fraction hri as a function of
deposited energy obtained from the fit are shown in the (a–c), (d–f), and (g–i), respectively, for three drift fields. The solid lines represent
the mean values and the shaded regions indicate the 15.4% to 84.6% credible regions of hnphi=E, hnei=E and hri. The dot-dashed lines
indicate the fitting uncertainties. Predictions from NEST v0.98 [25] (dashed blue lines) and measurements from LUX [23] (red solid
lines and shaded regions) are shown for comparison where available.
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Here we use our data to investigate the impact of drift
field and photon detection efficiency on the ER rejection
power. Fig. 9 (top) shows an example of the ER and NR
bands in the parameter space of Log10ðS2=S1Þ vs nph ¼
S1=g1 from the CH3T and 241AmBe data at 366 V=cm for
FV#7. Normalizing the S1 to the number of generated
photons, S1=g1, allows us to compare the ER/NR discrimi-
nation at the same energy for fiducial volumes with
different g1 values. The ER leakage is smaller at lower
energies due to the larger separation between the ER and
NR bands. Less than 10−3 ER leakage is achieved between
ð10–20Þ keVnr for FV#7 with about 8% photon detection
efficiency. As expected, for FVs with lower photon
detection efficiencies, the ER leakage fraction increases
as shown in Fig. 9 (bottom). This is caused by the larger
statistical fluctuations introduced by lower light yields.
To compare the ER leakage at different drift fields from

92 V=cm to 366 V=cm, we chose an S1 range between
100–400 primary scintillation photons generated in liquid
xenon. This corresponds to a NR equivalent energy range
of approximately 11–34 keVnr. The dependence of the ER
leakage on different photon detection efficiencies is shown
in Fig. 10 for the seven FVs at the three drift fields studied.
The ER rejection power (1—ER leakage fraction) improves
at a higher photon detection efficiency, reaching 99.9% for
g1 ≈ 0.08 at the lowest studied energy of around 10 keVnr.
We did not observe any significant difference for the ER
rejection power between the 92 V=cm and 366 V=cm drift
fields, which is consistent with observations from other
dark matter detectors LUX [2], PandaX-II [3] and
XENON1T [4]. Although the ER/NR band separation
increases from 92 V=cm to 366 V=cm, the ER band width
(fluctuation) increases, countering the effect on the ER
rejection power.
We note that the ER/NR discrimination study presented

here is for two specific calibration sources: ER from tritium

FIG. 8. The best estimate for the recombination fluctuation Δr as a function of deposited energy. The panels (a), (b) and (c) show the
recombination fluctuations for the three drift fields scanned in the study. The solid lines represent the mean values and the shaded regions
indicate the 15.4% to 84.6% credible regions of Δr. The dot-dashed lines indicate the fitting uncertainties. Measured Δr values at
180 V=cm from LUX are shown in panel (b) in red solid (mean) and shaded region (uncertainty).

FIG. 9. (Top) ER (red) and NR (gray) bands from the CH3T and
241AmBe data at 366 V=cm in FV#7, which has the largest g1
value among the seven FVs shown in Fig 2. The S2 signal is
corrected for the electron lifetime. The mean and �2σ values of
the ER band and the median of the NR band are fit by a power law
plus a first order polynomial. (Bottom) The ER leakage fractions
obtained by counting the number of events below the NR median,
divided by the total number of ER events in each bin, for three
different FVs from the top to the bottom of the detector at
366 V=cm drift field. The equivalent nuclear recoil energy is
calculated based on the S1 signal following the method in [26].
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beta decays and NR from 241AmBe neutrons. Although it
gives a good comparison at different drift fields and photon
detection efficiencies, the true ER leakage fraction in a dark
matter detector will depend on the background source
spectrum, which is different from the tritium beta spectrum
with an end-point at 18.6 keV. We observed that the ER
band width from the tritium beta decays is narrower than
that from Compton scatters of external gamma rays and
from the background in XENON100. The detailed study of
ER band widths and comparison between tritium and other
sources can be found in [46].

V. CONCLUSION

We report results on the measurement of photon yields
and recombination fluctuations for low-energy electronic
recoils from tritium beta decays in the XENON100 dark
matter detector at three different drift fields (92 V=cm,
154 V=cm and 366 V=cm). We found consistent values
compared to those measured by LUX [23]. By comparing
the response between electronic and nuclear recoils at
different drift fields and at small fiducial volumes with
different photon detection efficiencies, we didn’t observe
any significant field-dependence of the ER/NR discrimi-
nation power between 92 V=cm and 366 V=cm. An
improvement of the ER rejection power at higher photon
detection efficiencies is observed, especially in the low-
energy region of interest for dark matter searches. The
results provide new information that is relevant to the
design, operation and calibration of current and future
liquid xenon-based dark matter detectors [6–9].
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